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Abstract

Ein analytisches Modell unserer Galaxie wird durch die Kopg eines chemischen Evolu-
tionsmodells mit analytischen Modellen der Kinematik ussésalaxie entwickelt. Mit Hilfe
dieses Modells wird die umfangreiche radiale Migration &ternen in der galaktischen Scheibe
nachgewiesen. Diese hat umfassende Konsequerizedid Struktur und Geschichte der
Scheibe, einschlieflich der Ausbildung einer dicken Smhebdhne eine Kollision mit einer
kleineren Galaxie voraussetzen ziissen. Durch die Kiglichkeit, die lokal gemessene Me-
tallizitatsverteilung mit Hilfe von Sternen aus anderen RegioneBSdeeibe aufzubauen, eailtt

die Notwendigkeit starker Vanderungen in der chemischen Zusammensetzung unserereGala
in der jungeren Vergangenheit. Im Gegenteil favorisiert das neaddil einen nur sehr gering-
fugigen Anstieg der Metallizit, was in ausgezeichnetem Einklang mit den Beobachturegsdat
steht. Das Modell erirt ferner auf naltrliche Weise die bekannten Zusammange zwischen
Chemie und Kinematik in Sterndaten aus der NachbarschadtenSonne. Einige neue Befunde
aus lokalen Beobachtungen werden gezeigt und mit den Modeleingen verglichen.

Mit Hilfe des Modells wurde ein grundlegender Fehler in destBamung des Ruhestandards,
bzw. der Geschwindigkeit unser Sonne relativ zur idealesigbahn in unserer Galaxie ge-
funden. Zusammen mit der &er erfolgten Messung der Rotationsgeschwindigkeit den&o
um das Zentrum der Milchstral3e konnten wir den galaktommmen Radius und die Rota-
tionsgeschwindigkeit der Milchstra3e am galaktozentiesc Radius der Sonne neu bestim-
men. Diese zweite Messung wurde durch eine neue statistidelthode erriaglicht, die eine
hohere Genauigkeit bei der statistischen Korrektur vonrfsistanzen erlaubt als die Adqize
der klassischen statistischen Astronomie. Die neue Metlwsar auch von grof3em Nutzen
beim Nachweis, dass digéingsten Behauptungen einer dualen Struktur des galaktigdhe
los auf Distanzfehler und die ungerechtfertigte Beschreghatrinsisch asymmetrischer Daten
durch Gaul3funktionen zuckzutihren sind. Aus dem mathematischen Appatatdie Kine-
matik des Scheibenmodells wird eine einfache analytisalektiton zur Beschreibung der
Geschwindigkeitsverteilung in der Scheibe hergeleitet, ki gleicher Zahl freier Parameter
eine physikalisch besser motivierte Alternative zu daufly genutzten GauR3funktionen bietet.



Abstract

An analytic model of our Galaxy is developed by coupling anlval evolution model with
analytic models of the kinematics of our Milky Way. With tmsodel the presence of strong
stellar radial migration in the Galactic disc is proven. SThears far-reaching consequences for
the structure and history of our disc including the formatad a thick disc component. Hence
there is no more need for a collision of the Milky Way with a dieragalaxy in the past to
explain the existence of the thick disc. By building the lbcabserved metallicity distribution
function with the help of stars from other regions of the @ttadisc the model does not require
strong changes of the chemical composition in the near gastthe contrary the new model
favours a relatively flat age-metallicity relationship ircellent agreement wih observations.
The model explains in a very natural way the known links betwehemistry and kinematics of
Solar neighbourhood stars. Some new results from localressens are shown and compared
to the model expectations.

With the help of the new model a systematic error was dis@ul/gr the classic determination of
the Local Standard of Rest or respectively the velocity ofShbe relative to a circular orbit in
the Galactic disc. Together with the later measurementetdtal azimuthal speed of the Sun
around the centre of the Milky Way we are able to determinddbal galactocentric radius and
the circular speed of the Milky Way at the local radius. Themgement of rotation from stars
has been enabled by the creation of a new method that allevesiigher accuracy in correcting
the average distance to asample of stars than the classiegsérs of statistical astronomy. The
new method was very useful in demonstrating that the redaihs of a dual structure of the
galactic halo are the result of significant and systemasitadcce errors and the unjustified use of
Gaussian functions to describe intrinsically asymmetatad From the mathematical apparatus
developed for the kinematics of our disc models we deriveidhale analytic function describ-
ing the velocity distribution of disc stars that offers a¢ ttame number of free parameters a
physically better motivated alternative to the commonlgdi&aussian fits.



Chapter 1

Introduction

1.1 Preface

Work on the physics of our Milky Way sometimes resembles dedf a historian: piece to-
gether the heap of information that the true archaeologistur Milky Way - observers and
spectroscopists - provide and try to provide as simple asilplesexplanations that shatter some
light of the wide variety of the data. Two simplifications ¢due done: With our new ra-
dial migration models the wealth of local spectroscopic kineématic data of the Galactic disc
could be explained without having to invoke any specialembimerger that formed the Galactic
thick disc while explaining the otherwise peculiar simiias between thick disc and inner disc.
Second with our progress in understanding stellar disgrdistance errors and their effect on
kinematics we could not only re-institute stars to theiera$ a keystone in determining Galactic
parameters, but also make our picture of the Galactic halplsr by dismantling recent claims
on a pronounced dual structure of the Galactic halo as atrefsdistance errors and insufficient
analysis.

Soon in my research on the Galactic disc | had to notice tlethtboretical modelling may be a
well confined and rather foreseeable course of advancehavithout deep involvement in the
actual data | would maybe make some observer happy whosé wsgan blind trust, but would
never hold a reasonable model of our Milky Way. Of course #silt was not doing it better
than the observers, but doing it better than without undadihg of the traps and short-comes
in observational data. This errand through Galactic akiysios would have been a pain had not
my supervisor turned out to be the epitome of patience bgaahmly and positively reacting
to my weekly changes of interest and topics. The result isth@aseader may notice - a rather
kaleidoscopic view on our Galaxy, that covers almost alrtbarts apart from the Galactic Bulge
(which could perhaps also be covered in the context of ouakatgration models, but that will
be another, later story). This has the adverse effect thahargl line of developing my thoughts
and arguments cannot be found, although all of the presembeklis connected to each other
and none of these chapters and publications could exisbutiach other.

Among the presented work the unfortunately rather deswigtiece on halo structure turned
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out to be the most productive of them all - it forced me not dolgreate the analytic formula

for disc kinematics that then triggered the shown improverireadiabatic modelling that is key

to development of an improved disc model in the near futuris, also the source of my idea

to use stellar kinematics in a novel way and by these imprastiastatistics opened the way to
obtaining Galactic parameters at high precision.

1.2 General remarks

Due to the broad scope of this work a complete introductiotihéorelevant physics cannot be
given - it would have to cover the entire range of Galacticagmtysics, dynamics, stellar evolu-
tion, spectroscopy and much more. Instead | will presentes@ther simplistic explanations to
central topics and refer the interested reader to Binney &n@ire (2008) for stellar dynamics
and kinematics, to Mo, van den Bosch & White (2010) for a view @te@tic evolution closer to
cosmology, to Binney & Merrifield (1998) for questions of Gala Astronomy, to Pagel (1997)
for chemical evolution and to Trumpler & Weaver (1962) foriamoduction to astrostatistics.
The field where stellar astrophysics and Galactic chemigdlidon meet together is sometimes
called Galactic archaeology. The stellar population hbsth the witnesses and the drivers of
chemical evolution (for a related discussion, where théupgcwas drawn similarly | reference
Sclbnrich, 2011a), i.e. the change of the chemical composiaiaihe star forming gas by the
products of stellar fusion and to a minor extent by spalfaiad radioactive decay. While the
massive stars burn their nuclear fuel quickly and dispeitt the surrounding medium quickly,
driving chemical evolution, their light-weight countertg(around or below about a solar mass)
live comparatively long with or longer than the age of our&al As the products of their fusion
during the main sequence evolution (which would anyway bstipbémited to Helium and some
changes to CNO abundances, i.e. elements involved in the Bétiesacker cycle (Weizicker,
1937, 1938; Bethe, 1939), for stars above arouxid Jldo not pass through the mostly radiative
interior of a star to its surface their surface metalligtieflect the composition of the interstellar
medium from which they were born. So in principle the entistdry of the Galaxy lies stretched
on the sky before us, however, we need to perform the hightytneial task of decoding it, as
their ages are uncertain and their birthplaces are unknown.

For this task a detailed theory of chemical evolution is velpful to limit the range of possible
developments that the chemistry in a galaxy can take andhkattie observed trends to phys-
ical mechanisms. Fig. 1.1 delineates the main players irchieenical evolution process. The
chemical evolution begins when enough gas has flown into #dex$ to become unstable and
trigger star formation. In contrast to elliptical galaxiggich contain mostly hot gas that does
not support star formation, the Milky Way contains predaanithy cool gas near its disc plane.
This reservoir keeps up continuous star formation conagedrin its spiral arms as well as a
small central ring near the centre and a ring of more intetesefermation near 4kpc, proba-
bly triggered by the Galactic bar. The most massive stars fiteat star formation die after a
couple of million years. As the iron core of the supernovagprotors in most cases collapses
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Figure 1.1: Sketch of processes in Galactic chemical eolut'cc SN” is an abbreviation for
the core collapse supernovae produced by massive stara&Mi tndicates the elements freed
in the final asymptotic giant branch stage of intermediatesvsars. Fe-rich indicates yields
rich in iron, while a-rich classifies the yields of massive stars that are rica-elements like
magnesium or calcium.

into a neutron star or black hole (see e.g. Janka et al., 200K) the outer layers can be ex-
pelled and what is mixed up by turbulence and jets. Hence ardgnall amount of iron peak
elements is given back to the interstellar medium, whiles¢hexplosions set free a lot GNO
anda elements, i.e. elements whose nuclei are multiples pérticles derive from fusion before
reaching the final stage of silicium burning. There existe@sad channel of enrichment with
heavy elements: Supernovae of type la (normally denotedi&Nse thermonuclear explosions
of a white dwarf that lead to the complete disruption of theypand as a considerable fraction
of the mass is fused into iron they change the compositiom@fgalactic interstellar medium
considerably in favour of iron. Despite an ongoing debatauakthe exact timescales and if the
dominant channel are mergers of two white dwarfs, white éswagaching the Chandrasekhar
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mass or sub-Chandrasekhar explosions triggered by a héasim{Sim et al., 2010; Fink et al.,
2010), it is clear that the time necessary for the creatiom white dwarf from an intermediate
mass star and the subsequent development require far ma¢htan needed towards a core col-
lapse supernova. This sets a natural clock that startsmgrwaiith the first populations of stars
born in a galaxy. At first the core collapse supernovae predoeir yield ina elements and the
[a /F€ ratio begins to drop when the first SNe la are produced. Thiskgblays also a pivotal
role as it was commonly believed that the bimodal behaviduiogF¢g ratios in local stellar
samples indicated a hiatus in star formation probably co@geto a cosmic catastrophe like a
major merger of our Milky Way (see e.g. Brook et al., 2007) ia fitr past creating the thick disc
as well. In Scbnrich & Binney (2009a), or Chapter 2 we have shown that sucimadbal dis-
tribution even with a deep gap is the natural outcome of tgarithmic abundance scale acting
together with radial migration of stars and the standardngnof SNe la making any hiatus in
star formation obsolete for explaining the current obsioma.

Some words of caution have to be added to all this abundamdegti In its use we have to be
always aware that we are not holding an absolute age, buteare&give to the first population
born in the system. On its trend down[on/F¢ there are also strong influences by the time line
of star formation. A pronounced peak in star formation camdase the content of elements
and temporarily drive chemistry back to higher/F¢g ratios (cf. e.g. Colavitti et al, 2008).
Even more caution has to be applied to absolute metalkcisetime indicator. Fuelled by some
simplistic chemical evolution models that neglected logkef processed material in the hot gas
phase and other essential ingredients there has been spaéatktallicities are a direct indicator
for age. They are not. Itis correct that in general a systelinrwolve to higher abundances, but
we have to acknowledge that the enrichment (see e.g. owtgagdundance gradient and the
contrast to the intergalactic medium) is strongly inhonragmis in space.

Chemical evolution bears also a lot of open questions. THeupcof processed material in the
hot gas phase and the transport of this material in the rddiattion of a disc Galaxy are not
understood. Similarly we know from isotope measurementisaricarth’s crust and in meteorites
that the solar system must have at its formation containethéively large amount of short-lived
radioactive isotopes. This proves that there must be afgignt direct enrichment of molecular
clouds and protostellar systems by nearby supernovae .e@ainelle & Meibom, 2008). Still
the absolute fraction of supernova yields dumped in thectlichannel is neither sufficiently
constrained by observations nor by theoretical argumetmis iE a sad situation as the early
chemical enrichment of any system depends critically asparameter.

1.3 Galactic structure

Despite the impressive reasoning by which Kant (1755) ptedinot only the formation of stellar
and Galactic systems from collapsing dust clouds and hémedisc shape as well as the fact
that the then observed “nebulae” would turn out as remobiasgystems (termed “Welteninseln”
by him) it took until the last century it became widely acaspthat we are not in the centre of
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our system?) and that there is a great abundance of other stellar sysiatagle our Galaxy
(Curtis, 1920) and that we are not in the centre of our systesuggested by Herschel's (see
Fig. 4 in Herschel, 1785) reddening and distance affectadcsiunts, but live rather on the edge
of our disc galaxy ?). As most disc galaxies carry a more or less pronounced| g@teern of
enhanced star formation and molecular cloud density, treg@mmonly termed spiral galaxies.

In a very simplistic way the Milky way can be decomposed it@é components: disc, bulge
and halo. Like in all spiral galaxies, the disc of the Milky YMaarbours almost all of the cold
gas content in our Galaxy in a very thin layer (a scaleheidlabout 10pc or respectively 30
light years compared to a scale length of about 3kpc). Thiscgadenses into the molecular
clouds from which disc stars are formed till today. They ¢t the thin stellar disc which at
a comparable scale length to the gas attains a larger sagle loé around 300 pc as stars gain
random energy during their lifetimes and hence reach highitudes. While the average age
increases drastically towards higher altitudes, the desBipe gets shallower. Be it a separate
entity or just a smooth transition, this can be well desaibg a second component (Gilmore &
Reid, 1983) that locally (i.e. in the disc plane) makes up adol2% of the “thin” disc and has
a scale height of around 900 pc (lvezic et al., 2008).

In its centre our Galactic disc hosts a bar and a relativelldmalge. Many processes have been
brought up for formation of this component. The fact thattiaias around solar metallicity at
still high [a /F€ ratios (see Mdéndez et al., 2008) indicates very dense and rapid star frmma
(the high[a /F€ ratio indicates a short history of star formation that did atlow for SN la
explosions to contribute significant amounts of iron to tretahenrichment and the high metal-
licity then demands rapid star formation to deliver the 13saey amount of metals. Currently it
is rather up to speculation what this entity constituteser&his some indication (e.g. the rela-
tively small mass estimates for the central black hole) thast of its mass is actually a pseudo
bulge - older disc stars that have been taken to a bulgediketare by secular processes. A
major contributor might also have been a vigorous disc msty at the start of disc formation
leading to the formation of giant clumps that by frictionl fialto the central regions (Aumer et
al., 2010; Bournaud et al., 2009). The latter paper offered alnice process that may contribute
to thick disc formation. If preliminary results of Bulge stad hold true, a clumpy appearance
of the metallicity distribution function for which some tative indications have been found by
(Bensby et al., 2011a; Hill et al., 2011) (the two-Gaussiaddite by Hill et al. may be con-
sidered irrelevant, as it is common knowledge that metsflaistributions of common chemical
evolution models are intrinsically asymmetric) may be a btsservational hint such a process.

The detailed origin of the Galactic halo, the extremely losnsity mass of stars surrounding
our disc and bulge, is still unexplained. A lot of its mass atcibuted by in-falling dwarf
galaxies/satellites forced to spiral into the Galaxy byaiyical friction and getting disrupted in
the tidal field of our Galaxy. The observational evidenceaad quickly summarised as: the
Galactic halo is very metal poor with a quite broad metaificiistribution peaking somewhere
around[Fe/H] ~ —2 to [Fe/H] ~ —1.5 (see e.g. Ryan & Norris, 1991; Sirick, 2009), i.e. at
less then a tenth of the solar metal content, its populagoakinematically very hot with the
velocity ellipsoid elongated strongly in the radial diieatat roughly a 2 : 1 axis ratio with the
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vertical and azimuthal components. With the globular @tssit hosts some of the oldest and
still most enigmatic objects of the universe. Some globcliasters likew Cen are believed to be
cores of disrupted dwarf galaxies (Bekki & Freeman, 2003)n&may be remnants of mergers
or chunks of in-falling gas that collapsed to stars durisgrifall into the Milky Way (the first to
speculate about such a process again appears to have beeld K&h). Most of them display,
contrary to what was believed until a couple of years agotipielpopulations visible both in
spectroscopic metallicity distributions and photomes®g e.g. Bedin et al., 2004; Caretta et al.,
2009; Lind et al., 2011; Marino et al., 2011). As globularstirs lose many of their members
by core contractions and hence contribute a significantitnaof stars to the dispersed stellar
population of the Galactic halo (see e.g. Martell & Greb8ll@). Possible differences between
the inner and the outer halo have always been central isuesearch in this field. A priori it

is clear that by the adiabatic contraction of the halo pdpara in the deepening gravitational
potential of our Galaxy the outer halo should be on averageynbnger and probably contain
a larger fraction of fresh debris from infalling satellite®ther studies, especially Carollo et
al. (2007, 2010) claimed a strong retrograde motion for titerohalo and a lower metallicity
for these objects from local halo star data. While other olagemal studies like Sesar et al.
(2011) do not find a convincing metallicity gradient from itussamples, we could show that
all the signatures found by Carollo et al. (2007, 2010) carrdeetl back to distance biases and
inadequate analysis of their data. This is presented inteh&por respectively in Sémrich et

al. (2011b).

Back to the structure of the Galactic disc: The main sourcafoimation about the structure,
dynamics and history of the Disc is the combination betwdemustry and kinematics of disc
stars. Hence a deeper understanding of the chemical emolotithe Galactic disc is required.
All of this is discussed in detail in the following chaptelsjt Fig. 1.2 sketches the most im-
portant processes. A central ingredient to this are the myogof the cold gas in the Disc.
Most observational data apart from a few exceptions indipa¢sent disc metallicity gradients
of d[Fe/H|/R < —0.05dex kpc, more than can be explained within chemical evolutiordmo
els without radial flows, especially as we know from Casageagidal. (2011) that the mean
metallicity did not experience significant changes during past few billion years. The most
reasonable explanation for the persistent presence of actBabhbundance gradient has been
laid out by Goetz & Koeppen (1992) and Portinari & Chiosi (2p0®radial inflow through the
Galactic disc can advect the yields of stars towards theaeaegions of the Galactic Disc, while
the outer parts experience the inflow of “fresh”, less emitmaterial. Flows of order 1km$
are entirely sufficient to drive this mechanism. The maiwehs of this process are identified
(see a discussion of possibilities in Lacey & Fall, 1985) andently the most important factor
seems to be the onfall of material with lower angular momendmnto the disc. At the same time
Sancisi et al. (2008) find that there is demonstrably onflowaddi gas onto Galactic discs, but
it is not sufficient to cover the needs of those systems fataguag their high star formation
rates. In this context Marinacci et al. (2011) deliveredwecome explanation that supernova
explosions can push cold clouds out of the disc plane to higlieudes where hot gas from the
corona condenses on their thermally unstable boundarteseTis an interesting implication to
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direct onflow
slightly pre-enriched

Inflow
feed through disk

Churning Blurring
-mass exchange between -stars on increasingly excentric
neighbouring rings orbits
-cold gas and stars (heating of the disc)
-no heating of the disc —>broadening of the disc and
-cf. Sellwood & Binney (2002) increasing scale height

Figure 1.2: Sketch of gas flows and stellar migration in adghdisc galaxy. “IGM” abbreviates
the intergalactic medium.

this process: the hot coronal gas has a significantly lowgulan momentum, lagging the local
circular speed by roughly 75km&. As we will demonstrate in an upcoming paper the radial
abundance gradient as observed by Luck & Lambert (2011)lisdansistent with this angular
momentum difference of the infalling gas driving the radjaé flow.

Once we have established a radial abundance gradient,dhlenhetallicity distribution can be
used to constrain disc dynamics. In Chapter 2, or respegtdaidnrich & Binney (2009a) it has
been shown that the shape of the local metallicity distrdoufunction as observed in the Geneva-
Copenhagen Survey (GCS, Holmberg et al., 2007; Casagrande2&tidl) can only be explained
when we allow for significantly more stars from other raditexing the solar neighbourhood
than can be explained by orbital excursions due to the ggaprof the populations (“blurring”)
alone. It is hence necessary to allow for an additional niigmaprocess that allows for stars
changing their angular momentum significantly. The onlyhspmcess is radial migration by
resonances with the potential perturbations from the Gialaar and spiral pattern as described
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for the first time by Sellwood & Binney (2002). Stars partidipg in this process are expected
not to experience any significant heating during their amgmomentum change and we term
this process “churning” in contrast to the aforementioneldirting”. Apart from the proof of
radial migration/“churning” we discovered that the migpatof inner disc populations with their
hotter kinematics leads to a significant increase in the gtiate height in the outer disc regions
and solar neighbourhood, explaining the larger scaleh@fthe thick disc in addition to the
already understood separation in chemistry without hatwnmvoke any cosmic catastrophe.
This analytical result was later confirmed by Loebman et201() on an N-body model. As
a side result we also showed that this immigration of hottarssnto the solar neighbourhood
resolves the old tension between theoretical expectatiodsobservations on the disc heating
function with time: By perturbations in the Galactic potahtimostly clouds, clusters and other
density fluctuations, stars get scattered or in other woiffissd through phase space gaining
random energy with time. Theoretically this can be apprated by a simple heating law like
o Ot +tof whereg; is the dispersion of a population in velocity componietis the age of the
componentty is a small offset giving the population a finite dispersiobiath andf is the time
coefficient. Theoretically this relationship should despk time coefficien < 1/3 while e.qg.
Aumer & Binney (2009) measurg8l > 1/3. This difference is readily displayed by increasing
influence of inner disc stars on the solar neighbourhood tvite as we show in Chapter 2.

These successes of radial migration motivated a detaileskiigation into the links between
kinematics and chemistry in our radial migration model perfed in Chapter 3, focusing es-
pecially on the common selection schemes to separate tadpthick disc objects from thin
disc objects. We proved on the basis of Toomre diagrams dfitigge components that no such
selection could ever yield a clean result in terms of popaaseparation, which explains the
stragglers (lowja /F€ stars in the kinematically hot component and hjghfF€ stars in the
kinematically cool, i.e. thin disc, selection). We have destrated that all the structure in the
abundance plane observed in local studies is perfectlylmadtby our radial migration model
without having to adapt a single further parameter. Alsodhserved abundance pattern was
traced back to a very natural origin: Generally the thiclkcdisplays a higtia /F€ enrichment
up to quite high metallicitiee/H| ~ —0.4 and then turns down towards lower/Fe enhance-
ment meeting the thin disc ridge line around or slightly abswlar (Fe/H] = 0) metallicity. The
cradle of such a population must hence have experiencedqaifedier enhancement or respec-
tively star formation than the local population (that drapsa /F€ at lower metallicities). In
the simplest case this is just achieved when a quick matglliecrease is spurred by high star
formation rates in a dense environment, exactly what isdaarthe early inner Galactic disc.
In classical chemical evolution models this component loaldet artificially created by driving
up the local star formation rates by a manipulation of thereutit law (the law connecting gas
surface density to star formation efficiency) and a subsagambitrary break in star formation
and the coefficient of the Kennicutt law. Apart from the vestural set-up of our thick disc
formation, this is a very natural explanation for the findafdVelendez et al. (2008); Bensby et
al. (2011a) that the inner disc/bulge follow approximatilg same trend in abundances as the
local thick disc.
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Investigations into the structure of the model yielded guase for Galactic kinematics. At
least since the work of Delhaye (1965) it was common knowdeithgit the Local Standard of
Rest (LSR) could be determined via thed®berg equation, or in other name asymmetric drift
relation that states a linear relationship between the aminic drift (i.e. the velocity difference
between the circular speed of the Galaxy and the azimuthatitye component of a population
in question) and its squared velocity dispersion. Intelivthis relationship is clear as a lack
of angular momentum and hence kinetic energy in the azirhwilacity component can be
made up by random energy in the other components, formadigrtbe directly derived from
the Jeans equations. Dissecting a sample into kinematibatl and cool objects, this linear
relationship can in principle be measured and by extrajpolab zero asymmetric drift the LSR
and the solar azimuthal velocity against this circular spean be recovered. Until now an
important aspect of the asymmetric drift relation has beesrlooked throughout the history
of its use: The relation contains the radial density gradefra population. The gradient is
remarkably stable for populations of different ages, buwéf select a sample by metallicity,
we select for inner and outer disc stars respectively. Falaraiely metal poor objects born
in the outer disc, this gradient will even reverse leadingxtreme cases up to a sign change
in the asymmetric drift relation. And indeed the classi@sgbn of stars involves metallicity:
Having no other parameters at hand, stars were selectedebyctiiour. This strategy uses
the fact that blue stars have higher stellar masses, whiéesithem die young and hence the
average age of a population of main sequence stars incrigaseblue to red until the red-most
turn-off point that is set by the oldest stellar populatiohsur Galaxies, also called Parenago’s
discontinuity (Parenago, 1950), from where the disperstauld remain constant. However, as
higher metallicity implies redder colours for stars of tlaene mass, the colour selection leads to
metal-poor stars being preferentially in the young bins @uedal-rich stars on the old, red side.
This distorts the expected linear relationship and thusrgainysical linear relationship is faked
on the red side. This novel view explains also the large syatie aberration observed for young
stars from the slope defined by the linear relation and leddoreection of the standard value
for the solar azimuthal velocity frorf6.25+ 0.54) kms™! to now (12244 0.47) kms with an
assumed systematic uncertainty of 2 krh.sSome observational data are presented that confirm
the predictions made in this paper.

As mentioned above our tests on the alleged duality of thecHalhalo (Chapter 8) revealed
that the claims of such a duality had no substance. While ibmdgnews by itself that our
Galaxy is not as complicated as it was suspected to do matdmhysics simpler and forcing
less assumptions, this paper triggered a couple of furénexldpments: For reliable comparisons
of a theoretical model velocity distribution to the obs¢imas, several sources of error have to
be respected, or technically their terms have to be folded tre theoretical distribution to
match the data. As a result of distance errors especialhatimauthal velocity distributions
carry a highly asymmetric error term that mimics a secondpmment when being neglected.
Further the proper motion errors have to be correctly aggied distance errors enter the stage a
second time by letting the other velocity components cress mto the component in question
(see Chapter 9). This folding is easily explained, but besopaénful when fitting complicated
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kinematic models to the observations. The alternative emtlarketplace are the widely used
Gaussian fits. However, their solutions are dynamicallyiedand have nothing to do with the
underlying physics, e.g. they neglect the intrinsic asytnynaf azimuthal velocity distributions
in Galactic discs resulting in the need for artificial secanaven third components. To solve
this problem we created a simple analytic formula (preskimé€hapter 6) that can of course not
compete with a complete model, but does not demand more &eaneters than the classical
Gaussian fits and instead has physical motivations andpnati@tions for each used parameter,
while it naturally covers the intrinsic asymmetry of velyailistributions and hence gives a true
indication for allowed shapes and the need for further carepts.

In the course of this work we noticed an inconsistency in tlassical approach of adiabatic
models for the kinematics of our Galaxy: An inconsistencyglaksic adiabatic modelling was
noted by Binney & McMillan (2011) in that with larger verticahergies adiabatic models give
orbits an increasing inward bias. They approximated thas by replacing the angular momen-
tum aligned with the disc rotation axi& ) with the total angular momentum of the orbit in
calculating its horizontal extent. Of course this corm@etpushes the orbit outwards as desired,
but we found that a more natural explanation: The adiabaficaximation violates total energy
conservation by changing the vertical energy of an orbiedeent on Galactocentric radius (the
nearly adiabatic expansion of an orbit towards the outeaxdaleduces vertical energy) and we
demonstrated that this problem can be solved by the inttaduof what we call the “adiabatic
potential” in the horizontal term. This potential simplyroects the usual effective potential of
horizontal motion by adding the energy difference in thdigal term, resulting in an outwards
tilt of the effective potential. This copes naturally withetobservation that a few stars in simu-
lations at high vertical energies never reach their guidegtre radius (i.e. the orbit of a circular
orbit with theirL;). In addition we show in Chapter 7 that the approximation bpgithe entire
entire angular momentum of an orbit is by some coincidentd maar the solar neighbourhood,
but does not generally hold in all potentials, while the bét&c potential gives very promising
results.

The second upshot of the halo paper was our work on distapcesented in Chapter 9. It
uses the idea that distance errors induce specific cooetabetween velocities that vary over
the sky. As an example think about a typical halo star (no emotn the azimuthal velocity
direction) observed at an elevation of about 45 degreesiditiection of rotation of our Galaxy.
As we are rotating with the Galactic disc beneath this sfarGialactic latitudeo will rise, while
we see its light blue-shifted. Only when knowing its corrdistance we will ascribe the right
motion to this object. In case we overestimate its distatiee angular motion outweighs the
line-of-sight velocity and consequently we will think thidtis object rises vertically into the
sky. Vice versa - had it been placed behind our direction ofianp we would have - by our
distance overestimate - have inferred it moving downwahdshort with a common sentence:
With a systematic distance error we see “the skies fallirigXploiting this idea we developed
a distance estimator that is more sensitive and robust tieclassical strategies of statistical
astronomy, i.e. the secular and the statistical parall&is Work also definitely revealed the fact
that the suspected subgiants/turn-off stars that were lmg&hrollo et al. (2007, 2010) and are
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still used by Beers et al. (2011) in the spectroscopic sanfdesthe Sloan Digital Sky Survey
(SDSS/SEGUE) are entirely unreliable, as they are dominagecontamination from dwarf and
giant stars. We have also applied our distance estimatbrgrmat success to stellar distances in
the RAVE survey. There it uncovered biases for a couple oéwd#fit stellar categories and the
results will soon be described elsewhere.

The novel distance estimator impacts our ability for usitedlar samples in the determination
of Galactic parameters, especially the solar Galactoeceradius and the circular speed of the
Galaxy near the Sun. Since the invention of the Oort const@ort, 1927) this field has not
made a lot of significant progress, especially as distanmestéars outside the HIPPARCOS
sphere, where we have geometric parallaxes, were too antastallow high precision measure-
ments. However, with our ability to assess the systemasiadce scale this field lies suddenly
open for exploration. First approaches are laid out in Chigllde In this work we discovered
that the large geometric extension of the new big samplesSiRSS and RAVE allows to mea-
sure the absolute rotation speed of a component from theragsic rotational streaming in the
heliocentric radial velocities: Simply explained the stan one side of the Galactic centre come
towards us while they move away from us on the other side. tApman a beautiful assessment of
component rotation in our Galaxy that is fully independdrassumptions on the Solar motion
itself, we can do more: By matching the measured rotationdartban azimuthal motion of stars
we can infer the total azimuthal velocity of the Sun and distimg for the already determined
LSR motion of the Sun we can infer the local circular velodfyur Galaxy. As we can weigh
the sample by its impact on the rotation estimator, we getlp tunbiased estimate of rotation
that does not require any prior knowledge e.g. on the chahgeyonmetric drift with altitude
above the plane. As a downside the inferred solar velocipedds on the assumed Solar Galac-
tocentric radius. Adding the proper motion of Sgr(Reid & Brunthaler, 2004) with which our
relation intersects as second constraint we derive botlsthar Galactocentric radius and the
solar velocity. As a second measurement we only have to estath that the derived circular
velocity must be the same for all populations irrespectivéheir intrinsic rotation. Since our
estimator is independent from the estimates of McMillanl@Qwe can match our results (that
are of comparable precision) to his and obtain the highestdbaccuracy of Galactic parameters
among the studies we are aware of WRf= (8.24-£0.09) kms™t andvy ., = (249+4)kms 1.



Chapter 2

Chemical evolution with radial mixing*

2.1 Abstract

Models of the chemical evolution of our Galaxy are extendedhtlude radial migration of
stars and flow of gas through the disc. The models track thdugtmn of both iron andx
elements. A model is chosen that provides an excellent fihéontetallicity distribution of
stars in the Geneva—Copenhagen survey (GCS) of the solateeigiood, and a good fit to the
local Hess diagram. The model provides a good fit to the Higion of GCS stars in the age—
metallicity plane although this plane was not used in thmfjtprocess. Although this model’s
star-formation rate is monotonic declining, its disc naliyrsplits into ana-enhanced thick disc
and a normal thin disc. In particular the model’s distribatof stars in the ([O/Fe],[Fe/H]) plane
resembles that of Galactic stars in displaying a ridge loreefach disc. The thin-disc’s ridge
line is entirely due to stellar migration and there is therahteristic variation of stellar angular
momentum along it that has been noted by Haywood in survey. daadial mixing of stellar
populations with higho, from inner regions of the disc to the solar neighbourhoodipgies a
natural explanation of why measurements yield a steepegase ofo; with age than predicted
by theory. The metallicity gradient in the ISM is predictedoe steeper than in earlier models,
but appears to be in good agreement with data for both ourx@alad external galaxies. The
models are inconsistent with a cutoff in the star-formatiate at low gas surface densities. The
absolute magnitude of the disc is given as a function of timgeveral photometric bands, and
radial colour profiles are plotted for representative times

2.2 Introduction

Models of the chemical evolution of galaxies are key tookh@push to understand how galaxies
formed and have evolved. Their application to our Galaxyfipasticular importance both on

1 This chapter was published as $ahich & Binney (2009a). It was further done to a major parimymy diploma
thesis for which it was used. Text and content are identictie journal paper apart from minor editing.
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account of the wealth of observational data that they cardpaired to reproduce, and on account
of the inherent interest in deciphering the history of ouriemment.

From the pioneering papers by van den Bergh (1962) and Scl(h@@8) it has generally been
assumed that a galaxy such as the Milky Way can be dividedccmtieentric cylindrical annuli,
each of which evolves independently of the others (e.g.IP2g87; Chiappini etal., 1997, 2001;
Naab & Ostriker, 2006; Colavitti et al, 2008). The contentsany given cylinder are initially
gaseous and of extremely low or zero metallicity. Over tirtessform in the cylinder and
the more massive ones die, returning a mixture of heavy eltsrte the remaining gas. The
consequent increase in the metallicity of the gas and néwiyied stars is generally moderated
by an inflow of gas from intergalactic space, and, less oftgran outflow of supernova-heated
gas.

The cool, star-forming gas within any cylinder is assumelaovell mixed, so at any time it can
be characterised by a metallici#fr,t), wherer is the cylinder’s radius. Hence the stars formed
within a given cylinder should have metallicitigsr, t;) that are uniquely related to their time of
formation,t;. Observations do not substantiate this prediction; in Eabtardsson et al. (1993)
showed that solar-neighbourhood stars are widely dig&tin the(t;,Z) plane — for a detailed
discussion see Haywood (2006) and Section 2.7.2.

The absence of an age-metallicity relation in the solarhi@grhood is naturally explained by
radial migration of stars (Sellwood & Binney, 2002; Haywodd08; Roskar et al., 2008b). It has
been recognised for many years that scattering by spitaltsitte and molecular clouds gradually
heats the stellar disc, moving stars onto ever more eccanrtd inclined orbits. Stars that are on
eccentric orbits clearly contribute to different cylinchl annuli at different phases of their orbits,
and thus tend to modify any radial gradient in the metaiésibf newly formed stars. Moreover,
scattering events also change the guiding centres of istelhéts, so even a star on a circular
orbit can be found at a different radius from that of its hirtifact, Sellwood & Binney (2002)
argued that the dominant effect of transient spiral stmgcisiresonant scattering of stars across
the structure’s corotation resonance, so even a star thall isn a near-circular orbit may be far
from its radius of birth. Roskar et al. (2008a) showed thaténgmological simulation of galaxy
formation that included both stars and gas, resonant sicafi@ corotation caused stars to move
outwards and gas inwards, with the result that the steltar eiktended beyond the outer limit of
star formation; the outer disc was entirely populated bsssteat had formed much further in and
yet were still on nearly circular orbits. This simulatiornéomed the conjecture of Sellwood &
Binney (2002) that gas would participate in resonant séageongside stars.

We distinguish two drivers of radial migration: when the alag momentum of a star is changed,
whether by scattering at an orbital resonance or by nomegdscattering by a molecular cloud,
the star’s guiding-centre radius changes and the starigeembit moves inwards or outwards
depending on whether angular momentum is lost or gained. Vdlsattering event increases
a star’s epicycle amplitude without changing its angulanmantum, the star contributes to the
density over a wider range of radii. In a slight modificatidrilee terminology introduced by
Sellwood & Binney (2002), we say that changes in angular méamercause “churning” while
changes in epicycle amplitude lead to “blurring”. This pagd¢ends models of Galactic chemical
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evolution to include the effects of churning and blurring.

Given the strength of the arguments that cold gas shoulécjpete in churning alongside stars,
and that shocks induced by spiral structure cause gas toirdsiérds, it is mandatory simul-
taneously to extend traditional chemical evolution modelsclude radial flows of gas within
the disc. Lacey & Fall (1985) studied chemical evolutionhe presence of a radial inflow of
gas and demonstrated that a radial flow enhances the miggadiiadient within the disc. This
enhancement plays an important role in our models, whiderdifom those of Lacey & Fall in
that they include both radial gas flows and radial migratibstars. Moreover we can fit our
models to observational data that is much richer than thaladle to Lacey & Fall (1985).

Our models are complementary to ab-initio models of galaxynation such as those presented
by Samland & Gerhard (2003) and Roskar et al. (2008b) in tlegt éifilow the solar neighbour-
hood to be resolved in greater detail, and because they areeunsly less costly numerically,
they permit parameter searches to be made that are notléeasgl ab-initio models.

The paper is organized as follows. Section 2.3 presentsghatiens upon which the models
are based. These consist of the rules that determine thefrai&ll of fresh gas, the rate of
star formation, details of the stellar evolution tracks ahdmical yields that we have used and
descriptions of how churning and blurring are implemengetction 2.4 describes in some detail
a “standard” model of the evolution of the Galactic disc. sTbovers its global properties but
focuses on what would be seen in a survey of the solar neighbod. Section 2.5 presents
the details of the selection function that is required to mithe Geneva—Copenhagen sample
(GCS) of solar-neighbourhood stars published by Nodastet al. (2004) and Holmberg et al.
(2007), and explains how this sample has been used to cornsteamodel’s parameters. Section
2.6 explains how the observable properties of the modelrtepa its parameters. Section 2.7
discusses the relation of the present models to earlier andgliscusses the extent to which it is
consistent with the analysis of solar-neighbourhood dgtidldoywood (2008). Section 2.8 sums

up.

2.3 Governing equations

The simulation is advanced by a series of discrete timesteghsration 30 Myr.

The disc is divided into 80 annuli of width26kpc and central radii that range fronl@5kpc
to 19875kpc. In each annulus there is both “cold? 80K) and “warm” & 10*K) gas with
specified abundance¥, Z) of helium and heavy elements. The “warm gas” is not avail&nle
star formation and should be understood to include both-titeid gas within the plane and
extraplanar gas, which probably contains a significantitvacmf the Galaxy’s ISM. Indeed, in
NGC891, a galaxy similar to the Milky Way, of order a third of id extraplanar (Oosterloo et
al., 2007). In the Milky Way this gas would constitute thetérmediate-velocity clouds” that
are observed at high and intermediate Galactic latitudaetb@fla & Dedes, 2008).

Within the heavy elements we keep track of the abundances 6f, ®lg, Si, Ca and Fe. Each
annulus has a stellar population for each elapsed timestelthis population inherits the abun-
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danceyy, Z, etc., of the local cold gas. At each stellar mass, the std@lgime is determined by
the initial abundances, and at each age we know the lumynasd colours of such of its stars
that are not yet dead. Each stellar population is at all tiess®ciated with the annulus of its
birth; the migration of stars is taken into account as descrbelow only when returning matter
to the ISM or constructing an observational sample of stars.

2.3.1 Metallicity scale

The whole field of chemical modelling has been thrown intonwif by the discovery that three-
dimensional, non-equilibrium models of the solar atmosphequire the metal abundance of the
Sun to beZ;, = 0.012— 0.014 (Grevesse et al., 2007) rather than the traditionaleval0.019.
This work suggests that the entire metallicity scale needset thoroughly reviewed: if the
Sun’s metallicity has to be revised downwards, then so il imetallicities of most nearby
stars. Crucially there is the possibility that values foritinetallicity of the ISM require revision:
some values derive from measurements of the metallicifiehart-lived stars such as B stars
and require downward revision (e.g. Daflon & Cunha, 2004),levbthers are inferred from
measurements of the strengths of interstellar emissi@s liand are not evidently affected by
changes in stellar metallicities. If the metallicity scalestars were lowered while that of the
ISM remained substantially unaltered, it would be exceglgtihard to construct a viable model
of the chemical evolution of the solar neighbourhood. Meegpboth the stellar catalogue and
most of the measurements of interstellar abundances withw¥e wish to compare our models
are on the old metallicity scale, and unphysical anomalii9@ecome rife as soon as one mixes
values on the old scale with ones on the new. Therefore fosistamcy we use the old solar
abundance&;, = 0.019 and exclude from considerable metallicity values thatan the new
scale.

2.3.2 Star-formation law

Stars form according to the Kennicutt (1998) law. Specificalith the surface density of cold
gasZg measured in M pc 2 andt in Myr, star formation increases the stellar surface dgragit
arate

1.4 .
9. 55104 {Zg for 29 > Zer 2.1)

dt CZ&‘ otherwise

where the threshold for star formatiaBg;; is a parameter of the model afid= Z(;i%ﬁ ensures
that the star-formation rate is a continuous function ofasie density. The normalisation in
equation (2.1) was chosen to yield the observed surfacetdsnst gas and stars near the Sun.
The stars are assumed to be distributed in initial mass beeraingg0.1,100) M, according to
the Salpeter function,l/dM 0 M~23%, The luminosities, effective temperatures, colours and
lifetimes of these stars are taken by linear interpolatioiYi Z) from the values given in the
BASTI database (Cassisi et al., 2006).
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2.3.3 Return of metals

The nucleosynthetic yields of individual metals are in maages still subject to significant
uncertainties (e.g. Thomas et al., 1998); in fact modeldhefahemical evolution of the solar
neighbourhood have been used to constrain these yieldso@iseet al., 2004).

For initial masses in the ranges-51L1 M. and 35— 100M,, values ofX,Y,Z,C and O were
taken from Maeder (1992) using a non-linear interpolaticimesne: the paper gives yieldg;
for a low metallicity € = 10~%) and yieldsYyz for a high metallicity Z = 0.02). Guided by the
metallicity-dependence of the sizes of CO cores reporteddpyrari et al. (1998) we take

Y(Z) = (1—G)YL2+GYH2, (2.2)
where
0 for Z < 0.005
. 320(Z — 0.005) for 0.005< Z < 0.0075 (2.3)
~ ] 0.8+16(2—0.0075 for 0.0075< Z < 0.02 '
1 forZ > 0.02

The vyields of elements other thatY,Z,C and O from stars with masses in this range were
taken from theORFEO database of Limongi & Chieffi (2008) with the mass cut set sinett t
0.05M,, of ®®Ni is produced:; this relatively low mass cut reproduces th&Eaatio measured
in very metal-poor stars by Lai et al. (2008). Stars less maghan 10M, were assumed to
produce no elements heavier than O. For stars with masdel| ., the yields were taken by
linear interpolation from Marigo (2001).

For initial stellar masses in the range 1B5M,, we used the metallicity-dependent yields of
heavy elements from Chieffi & Limongi (2004) by linear intelgoon on mass and metallicity,
extrapolating up tar = 1.5 orZ = 0.03 respectively. Chieffi & Limongi (2004) used a relatively
high mass cut, which producedl., of ®®Ni. With our interpolation the average amount of
6Ni produced is well within the expected range.

A fraction feject Of the gas ejected by dying stars leaves the Galaxy; we testeidls with 0<
feject < 0.05 (Pagel, 1997). Increasirfgject has the effect of reducing the final metallicity of the
disc; in fact there is almost complete degeneracy betweeveties offejectand nucleosynthetic
yields. In view of the evidence that star formation near tlada@tic centre drives a Galactic wind
(Bland-Hawthorn & Cohen, 2003), we séfject= 0.15 atR < 3.5kpc in models that use the
accretion law (2.6) below. At all other radii we skfect= 0.04.

A fraction fgjrect Of the ejecta goes straight to the cold gas reservoir of tbe lnnulus, and the
balance goes to the annulus’s warm-gas reservoir. SeffiRg to values~ 0.2 has a significant
impact on the number of extremely metal-poor stars predicéar the Sun. However, such large
values offgirect are not well motivated physically, and in the models presgherefgiect= 0.01
has a negligible value.

In each timestept a fractiondt /tcqo Of the “warm” gas (which includes extraplanar gas) trans-
fers to the cold-gas reservoir from which stars form. Theapeatert.yo is determined by the
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dynamics of extraplanar gas and the balance between regd@aoling and shock heating within
the plane. Consequently, its value cannot be determineda fsxam atomic physics. Increasing
tcool INCreases the mass of “warm” gas and delays the incorparafireshly made metals into
new stars, so the number of very metal-poor stars formeeases withqo. Although of order

a quarter of the neutral hydrogen of NGC 891 is extraplanas{€loo et al., 2007), some of this
gas will be formerly cold interstellar gas that has been klamcelerated by stellar ejecta. We
do not model shock heating of cold gas, and replenish the vgasireservoir exclusively with
stellar ejecta (from stars of every mass). Hence the wasrrgservoir should be less massive
than the sum of the extraplanar and warm in-plane bodiesirga galaxy like NGC 891. We
have worked with valuet < 1 Gyr that yield warm-gas fractions of order 10 percent. The
results of the models are not sensitive to the valuggf

There is abundant evidence that pristine intergalacticdissppeared from the intergalactic
medium (IGM) long ago: quasar absorption-line studies akaa early build up of heavy el-
ements in the IGM (Pettini et al., 2003). While it is clear ttre disc formed from material that
had been enriched by pregalactic and halo stars, it is unsleat abundances this material had.
We take the chemical composition of the pre-enriched ga®tthat of the “warm” ISM after
two timesteps, starting with % 108 M, of pristine gas. In each of the following four timesteps,
a further 125x 108M, of gas with this metallicity is added to the disc. The surfdeasity of
the added gas is proportional to

(1.0_ e(R—19.8 kpc)/11.8 kpﬂe—R/4 kpc. (2_4)

Thus the surface density is exponential with scalelengibcdiside~ Ry but tapered to zero
at the outer edge of the grid. The existence at the outset afrenypre-enriched component of
the ISM is physically well motivated and proves the mosta@fie way of producing the right
number of metal-poor stars.

Type la supernovae are included by assuming tiap&r cent of the mass in white dwarfs formed
by stars of initial mass 3.2 ta8M., ultimately explodes in type la supernovae. The yields were
taken to be those of the W70 model in Iwvamoto et al. (1999). beleeved that the progenitors
of type la supernovae have lifetimes of order a Gyarfer et al., 2006) and we have taken the
massMyp of the population that survives to tilidrom white-dwarf formation to satisfy

<0.
dMwp _ {O forO<t _015Gyr. (2.5)

dt —Mwp/1.5Gyr forT > 0.15Gyr

The rate of type la SNe is constrained by the requirementgi)H®/Fe] has to fall from~ 0.6
for the oldest stars to around0.1, and (ii) [Ca/Fe] should go from abott0.3 to ~ 0. The full
curve in Fig. 2.1 shows for the best-fitting model the mas$srnerate as a function of time, while
the green dashed curve shows the SFR at the solar radius.
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Figure 2.1: The rate of mass injection by SNla in the standaodel (solid black line) versus
time. The broken green line gives the star formation ratbénsblar annulus.

2.3.4 Inflow

Itis generally agreed that viable models of galactic chah@golution require the disc to be con-
stantly fed with gas from intergalactic space; inflow resslgeveral serious problems, including
(i) the appearance of too many low-metallicity stars nearShn (the “G-dwarf problem”, e.g.
Pagel, 1997), (ii) excessive metallicity of the current ISM) an unrealistically low abundance
of deuterium in the current ISM (Linsky et al., 2006). Moregwoth the short timescale for the
current ISM to be consumed by star formation and direct neatations of infalling gas (San-
cisi et al., 2008) argue strongly for the existence of infalihfortunately, many aspects of infall
are extremely uncertain. We find that the predictions of oadefs depend sensitively on how
these uncertainties are resolved, so to the extent that asipects of our models have sound
foundations, they can usefully constrain the nature oflinfa

In principle the rate and radial distribution of infall istdemined by cosmology. For example,
Naab & Ostriker (2006) infer it by assuming that the disc ed¢ahgth grows in parallel with the
cosmic scale, while Colavitti et al (2008) derive the glotzaérfrom N-body simulations. At this
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stage we feel that cosmological simulations are beset bynaay uncertainties to deliver even
a secure global infall rate, never mind the radial distidouof infall. In particular the extent of
angular-momentum exchange between baryons and dark nsattertroversial, as are the extent
to which gas is accreted from cold infall rather than a hobonar Moreover, nothing is known
with any confidence about the dynamics of the corona.

For want of clear inputs from cosmology we have sought a flexiarametrisation of infall.
First we parametrise the global infall rate, and then theitalistribution of infall.

Infall rate

We have investigated two approaches to the determinatitmeahfall rate. The first starts with
a quantity of gas (& 10°M.,) and feeds gas into it at a rate

M= Mt M2 typ, (2.6)
by 07)

Hereb; ~ 0.3Gyr is a short timescale that ensures that the star-foomasite peaks early on,
while b, ~ 14 Gyr is a long timescale associated with sustained stardton in the thin disc.
We adoptM; ~ 4.5 x 10° M, and choosé/l» such that after 12 Gyr the second exponential has
delivered 26 x 10'°M,..
In an alternative scheme, the gas mass within the disc isndeeted a priori and infall is assumed
to be available to maintain the gas mass at its prescribedl /&le have investigated schemes in
which the gas mass declines exponentially with time, buiged on models in which it is held
constant at 8 x 10°M; models in which the gas mass declines exponentially pmdecy
similar results to models in which the infall rate declingp@nentially.

Distribution of infall

We know even less about the radial distribution of the iirigligas than we do about the global
infall rate. In fact our only constraint is that the stellssa@has an approximately exponential sur-
face density now, and was probably exponential at earheeditoo. Besides the star-formation
law, the structure of the stellar disc depends on both th&lradstribution of infall and gas
flows within the disc, and a disc that is consistent with obestgons will not be formed if ei-
ther the radial infall profile or the internal gas flow is fixe@hout regard to the other process.
Consequently, the requirement that only observationaltgpiable discs be produced requires
one to develop a parametrisation that couples infall and ifhosavpossibly unphysical way. The
scheme we have developed involves such an unphysical ogupthis is the price one pays for a
scheme that allows one to explore as economically but fullgassible a range of infall profiles
and internal flows that are consistent with the known radralkcsure of the disc.

We start from the assumption that the surface-density ofsyaisall times exponentiabg(R) O

e R/Ri, whereRy = 3.5kpc is chosen such that with the star-formation law adopteaVe, the
inner stellar disc acquires a scale length= Ry/1.4 = 2.5kpc similar to that determined from
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star counts (Robin et al., 2003; Juric et al., 2008). Our veduthe scale length of the gas disc is
in good agreement with the value measured by Kalberla & DEJ@38): 375kpc. Notice that
we assume not only that the stellar disc is exponential, Haitits scale length is unchanging.
Hence we are assuming that the disc forms simultaneouslyraidd, rather than “inside-out”.
The remarkably large age estimated for the solar neighloaaratR = 3R,) suggests simulta-
neous formation (Aumer & Binney, 2009, and references th@rélowever, our work could be
readily generalised to inside-out growth by makRga specified function of time (e.g. Naab &
Ostriker, 2006), but we reserve this extension for a latpepa

Our scheme for parameterising infall and flow depends on tarampetersfa and fg and is
easiest to explain by considering first the limiting caseshinch one parameter vanishes.
Either of the algorithms of the last subsection specifiestwi®total gas mass should be at the
start of a timestep: this is either the prescribed constantleen equation (2.6) is used, it is the
mass in the disc at the end of the previous timestep plus tloei@inthat falls in during the most
recent timestep. Hence the mass that should be in each aratuthe start of a timestep follows
from the assumed exponential profile of the gas disc. Subitafrom this the mass that was
present after the previous timestep, we calculate the needhe amount of gas that has to be
added, of theth annulusAM;.

We fill annuli up with gas in sequence, starting with the imest ring 0. Wherfg =0 (“Scheme
A’) this annulus receivegaAMg from the IGM, and grabs the balancd, — fa)AMp, from
annulus 1, wherda ~ 0.2 is a parameter of the model. Annulus 1 recei¥gAM; from the
IGM, and grabs the balance of its requiremeiit;- fa)(AM1 + AMp), from annulus 2. The
updating of every annulus proceeds similarly, until the gasulus is reached, which covers its
entire need from the IGM. The characteristic of this “Schefhes the development of a large
flux of gas through the outer rings — an example is given byuledd curve in the upper panel
of Fig. 2.2. This flux transports inwards metals synthesiaatiese rings and tends to deposit
them at intermediate radii, where the inward flux is dimimgh

When fa = 0 (“Scheme B”) annulus 0 obtairfgAMg from the IGM and the rest from annulus
1. Annulus 1 now obtain$g[AM; + (1 — fg)AMg| from the IGM, and so on to the outermost
ring, which is again entirely fed by the IGM. The short dashee curve in the upper panel of
Fig. 2.2 shows a typical example of a mass flow through thewlidt Scheme B. Whereas the
flow generated by Scheme A (red curve) increases monotbnfoain the centre, the Scheme-B
flow rises quickly with galactocentric distanBenear the centre but then peakd=at: 5kpc. In
the outer region in which the inflow is small, the metallidioyms a plateau. The extent of this
plateau is controlled byg: the largerfg, the smaller the radius at which the inflow rate peaks
and the further in the metallicity plateau extends.

In either of these schemes a fixed fraction of each annulegd s taken from the IGM, but the
definition of “need” is different in the two schemes: in ScleBit includes the gas that was
taken from it by its inner neighbour, and in Scheme A it does o Scheme A only a fixed
fraction of the local need is provided by the IGM, so the flgwn the disc continuously builds
up through the disc. In Scheme B, by contrast, a part of the #gwired in Scheme A is met by
additional accretion. Consequently, if one wrote an equdtiodr /dr, a term—( fgAr)F would
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Figure 2.2: Upper panel: The rate of flow of gas over the ciofleadiusR induced by infall
Scheme A withfy = 0.6 (red curve), infall Scheme B withs = 0.05 (blue short dashed curve),
and infall Scheme AB withfp = 0.35 andfg = 0.025 (green long dashed curve; the standard
model). Lower panel: the corresponding rates of accretiomfthe IGM per unit area of the
disc.
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appear, wherdr = 0.25kpc is the width of annuli, and this term drives exponéwkgay ofF .
Scheme A enhances the metallicity of the middle section @fdisc and causes the metallicity
gradient to be steepest towards the outside of the disch8cBeenhances the metallicity of the
inner disc and flattens the gradient at large radii.

In Scheme A, iffa is set too low, the flux of gas through the outer annuli becoimedausibly
large in relation to the mass of gas that is in these annudiradial flow velocities/r > 20kms ™t
are predicted. In Scheme B can be quite small because, although the flow of gas throwgh th
disc builds up more quickly at small radii, it peaks at a feop@rsecs and then declines to
small values in the outer disc. If eithég or fg is large, the flow through the disc becomes
small and the metallicity of the solar neighbourhood becom@realistically large through the
accumulation of metals created at the solar radius and loeyon

Satisfactory fits to the data can be obtained only when bgtland fg are non-zero In this
“Scheme AB” annulus 0 receives a mdda + fg)AMg from the IGM and grabs the balance
Mo1 = (1— fa — fg)AMp from annulus 1. Annulus 1 receives a mdgaM; + fg(AM1 + Mo1)
from the IGM and grabs the balance of its requirement fronuarg2, and so on. Notice that the
radial flow profile in Scheme AB is not simply the sum of the esponding profiles for Schemes
A and B used alone. The green curve in the upper panel of RAgHbws the radial flow profile
obtained with Scheme AB with the parameters of the standaem In this model the radial
velocity of disc gas currently rises roughly linearly fromra at the centre to.3kms™! at the
Sun. Beyond the Sun a plot of radial velocity versus radiudugly steepens to reach 5km's
at the edge of the disc.

For each accretion scheme, the lower panel of Fig. 2.2 shewsrresponding radial distribution
of accretion from the IGM.

Metallicity of the IGM

We have to prescribe the metallicity and alpha-enhanceofegds taken from the IGM. It is far
from clear how this should be done.

Quasar absorption line-studies reveal an early build upeai/f elements in the IGM (Pettini
et al., 2003). Moreover, the handful of high-velocity clsudr which metallicities have been
measured, have heavy-element abundances of order a téarttvam Woerden & Wakker, 2004).
Finally, the metallicities of the most metal-poor thicksdistars are similar to the metallicities of
the most metal-rich halo stars, which suggests that thg ded was pre-enriched by pregalactic
and halo stars. We assume that throughout the simulatioatadayas has metallicigy= 0.1Z,.
Given that the thick disc is alpha-enhanced (Venn et al 4200s clear that when disc formation
starts, infalling gas must be alpha-enhanced. It is nathedlthis enhancement should decline
with time as Fe from type la SNe finds its way into the IGM. Indl@a addition to gas that flows
out in the Galactic wind (Bland-Hawthorn & Cohen, 2003), typeSINe in dwarf spheroidal
galaxies will have contributed their Fe to the local IGM, ahthe Magellanic Stream is made
of gas torn from the SMC, it will have been enriched with Fe frBie in the SMC. Thus we
expect the metallicity and alpha enhancement of the IGM tiinbe dependent and governed by
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the chemical-evolution histories of galaxies.

These considerations suggest making dhenhancement of the IGM reflect that of an outer
annulus of the Galaxy; the chemical evolution of this ringsaas a proxy for the combined
chemical evolution of the many contributors to the chemaallution of the IGM. If the IGM
were assumed to mirror the outermost ring, atenhancement would remain extremely low
because this annulus takes all its gas from the IGM, and pagkat few heavy elements it
synthesises inwards. Hence the IGM must mirror an outerlasrut not the outermost. In our
models thea-enhancement of the IGM mirrors the annulus with rad®us 12.125kpc. Since
yields of a elements decline with increasing metallicity, the outscdihould bex-enhanced.

2.3.5 Churning

Transient spiral arms cause both stars and gas to be exchbatygeen annuli in the vicinity of
the corotation resonance. Such exchanges automaticalgeocse both angular momentum and
mass. Since these exchanges are driven by spiral structusbjch hot and extraplanar gas is
not expected to participate, churning is confined to stacsaaid gas. We restrict exchanges
to adjacent rings but allow two exchanges per timestep, sbirwa timestep second-nearest
neighbouring rings exchange mass.

Further studies of spiral structure in high-quality N-baimulations are required to determine
how the probability of a star migrating varies across the.dis the absence of such studies the
following dimensional argument suggests what the answghtie. Consider the probability
P.x that in a characteristic dynamical tirke 1 (wherek is the local epicycle frequency) a star
is involved in a resonant exchange across corotation. latsral that a process dependent on
gravitational self-energy in the disc should scale withdyeare of the surface density. Toomre’s
Q = ok /nGX, whereo is the radial velocity dispersion, is a dimensionless \dgaso we
conjecture thaPsx 0 1/Q%. Our grid is uniform inR whereas an exchange across corotation
changefR by of order the most unstable wavelength; = 0Q/k. The number of swaps between
rings required to wander a distangg;j; scales asi\czrit. Moreover, the number of ring-swaps in
time k1 scales ax 1, so the ring-swap probability per timestB,q should beA2, k times
Pex. This argument yieldBing 0 02/k. In realistic cases? 0 5 andk O R, soRing 0 SROM,

the mass of a ring. This argument suggests that we take thalpfity p;; that in a given half-
timestep a star or gas cloud in thk annulus is transferred to theh annulus to be

. (2.7)
0 otherwise

o {kchMj/MmaX forj=i+1
1] —

whereM; is the mass in cold gas and stars in ftfe annulus andmax = maxj(Mj). This rule
ensures that the mass transferring outwards fromtkhannulus is proportional tdl;M;_ 1, and
an equal mass transfers inwards, ensuring that angular ntamds conserved. The constant
ken is the largest transition probability for any annulus in eegi timestep. It is treated as a free
parameter to be fitted to the data.
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Figure 2.3: The radial distribution of the guiding centrés2Gyr-old stars that were born at
5 (red), 7.6 (green, long dashed) and 10kpc (blue, shorteddshihen the churning fraction
keh = 0.25.

The procedure for distributing the metals released by a latipn of stars born in annulusis
as follows. The probability that a star born in annulag timestepm is found to be in annulus
j at timestem is equal to thea jth element of the product matrpmpmy1 X ---pn. In practice
we recompute only each five timesteps and approximpigx - - - Pms4 by pa,. Fig. 2.3 shows
the extent to which the guiding centres of stars are changedtbe lifetime of the Galaxy when
keh = 0.25.

2.3.6 Blurring

In addition to changing their guiding-centre radii throutje churning process, stars oscillate
around their guiding centres with steadily increasing atugés. Consequently, stars spend time
away from their guiding-centre radii. For simplicity, wesame in this section that the circular

speed/ is independent of radius and that the vertical motion caigbered because it decouples
from motion in the plane.
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The fraction of its time that the orbit with energy and anguf@mentuE, L spends in a radial
interval (R,R+dR) is
d 1dR Or dR

dp= = 2.8
PTTTTw T 7 2E- o) 29)

whereT = 11/ Qg is the half period andbes(R,L) = @(R) + L?/2R? is the effective potential.
We need to average this over all stars with giternThese stars have some distribution over the
energyE = %v§+ ®efr. It is expedient to decompogeinto the energy®;(L) = @ (R.) +L?/2R2

of the circular orbit (with radiu&;) of angular momenturh and the random energy= E — @..
Following Shu (1969) we take the distribution function (D& )e

F(L 2
f(&,L)= %e éla”, (2.9)
whereF (L) is a function to be determined. The DF (2.9) ensures thatatii@lrvelocity disper-
sion is approximately (but not exactlg). Normalizing f such that/ dLdJr f = 1, whereJr(&’)
is the radial action, the probability that a randomly chostan lies in(R, R+ dR) is [ dLdJr fdp.
Recalling that 8 dJgr = dL d&’/ Qr and substituting fof and dp, we find that the number of stars
in the annulus is

:/deJR(fdp)
NdR/ / g ¢/o (2.10)
02 J g coc ¢2 & + B — Deff) '
_ NdR . e X/0
dL ‘pc*‘peff]/a / dX ,
/ 0 VX

whereN is the total number of stars in the system. The integral Ri@simplyo [dtet/\/t =
\/Tto. Thus we can conclude that the probability per unit areacistsnl with a star of giveh
is

~dn K @(L) — Peri(R, L)
P(R) = N2mRaR ~ oR eXp{ o2 ’
whereK is chosen such that-t 27 [ dRRP(R).

The parameteo used in these formulae is actually smaller than the rms Iradlacity disper-
sion, which is given by

(2.11)

(W) = g/dLFaexp[(tbc— Do) /0, (2.12)

where the stellar surface density is

S(R) = @/dLgexp[(CDC— Do) /02]. (2.13)
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For specified radial dependencies Dfand <v2R>, equations (2.12) and (2.13) can be used to
determine the functions(L) ando (L) (Dehnen, 1999a). However, in the present application it
is notZ(R) that we wish to specify, but the number of stars with guidiagtoes in each ring:

dN dN
R~ VCNmtI = Vc/dJR f(L,Jr)

. VcF Ntot ng) _5/0-2
= —e
o2 Or

, (2.14)

whereNyy is the total number of stars in the disc. We adapt the teclenitgscribed by Dehnen
(1999a) for determining (L) ando (L) from equations (2.12) and (2.13) to the determination of
these quantities from equations (2.12) and (2.14). Spatifiave start from the values &f(L)
ando(L) that would hold in the epicycle approximation, wh@g = k independent of” and

e
VeNiot dRe”

F(L) (2.15)
Then at each. we evaluateva) from (2.12) and multiplyo by the ratio of the desired value
to the value just calculated. Then we re-evallateom (2.14) and repeat until convergence is
obtained.

We now address the question of thﬁ) should depend on radius. The scale heigusgalactic
discs are found to be largely independent of radius (van deit & Searle, 1982), and fdr < R
(when the vertical dynamics can be considered one-dimeaBithis finding implies that the
vertical velocity dispersion scales with the surface dgres>1/2. If the ratio of the vertical and
radial velocity dispersionsz/(v%)l/2 is independent of radius, as is often assumed (e.g. Kregel
& van der Kruit, 2005), ther{va) 0 = 0 e R/R_ In the solar neighbourhood &~ 3R, the
oldest stars haver = 40kms™1, so this line of reasoning predicts thag)/?> 180kms? in
the central regions, which is implausibly large.

Evidently these naive arguments based on complete deagudlplanar and vertical motions are
inadequate for the old disc; we need a distribution functiat treats the third integral properly.
Pending the availability of such a DF we have adopted thenagtan that(va) [0 e R/1-5R.,
which implies that aR, the old disc hagv&)/? ~ 85kms 2, which is only slightly lower than
the velocity dispersion in the Galactic bulge (Rich et alQ20

From Binney et al. (2000) we take the time dependencg 0f2) (Ro) at solar galactocentric
distanceR, to be

t+0.038Gyr\ %3 -
Iy _ 1
<VR>(R0,t)_max{1O,38( 10.038Gyr) kms™-, (2.16)

which is consistent with the data of Holmberg et al. (2007).
Fig. 2.4 shows blurring distributior3 R) from equation (2.11) for three radii (5,6/and 10kp¢
and two values ofv3)%/? at the Sun, namely 25km&and 40kms?,
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Figure 2.4: The radial distributions of stars with guidirentres at 5 (red), 7.6 (green) and 10kpc
(blue) when at the Suvg)'/2 = 25kms? (full curves) and 40km's' (dashed curves).

Note that scatterings by spiral arms and molecular cloualshtat the disc, also change the an-
gular momentum of each star and therefore its guiding cehlieace such scatterings contribute
to both churning and blurring.

Since churning moves the guiding centres of the stars tHeasseve first apply the churning
matrix and apply the blurring matrix afterwards.

2.3.7 \ertical structure

For comparison with observations of the solar neighboulhee need to know the vertical dis-
tribution of stars near the Sun. We determine this by adgminelationship between time and
vertical velocity dispersion (Binney et al. , 2000)

. \033 9
0,(T) = max 4’25(1OGyr> kms . (2.17)
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Further assuming that stars of a given age form an isothgvopllation, their vertical density
profile is

n(z) O e *@/o (2.18)

where®(z) is the difference in the gravitational potential betweeightez and the plane. This
potential is calculated for a model similar to those preseétty Dehnen & Binney (1998b) but
with the thin and thick disc scaleheights taken to b@ &d 09kpc, the total stellar surface
density set to 35 M., pc~? with 3/4 of the stellar mass in the thin disc, and the gas surface
density set to 12 M. pc 2 in conformity with Flynn et al. (2006) and Juric et al. (2008he
disc scalelength is taken to IRy = 2.5kpc (Robin et al., 2003) and the dark halo density is set
such thaw(Ry) = 220kms 2.

2.4 The standard model

We now describe the properties of our standard model as anmaly to explaining how these
properties depend on the input assumptions and the valute ofarious parameters. In the
standard model the accretion rate is given by equation;(é)yalues of the parameters for this
model are given in Table 2.1.

The red dashed curve in Fig. 2.5 shows the current metglliciof the ISM as a function of
radius. There is quite a steep outward decline in metallithte gradient in the vicinity of the
Sun being of order-0.11dexkpc . The solid red curve shows that [O/H] falls less steeply with
R than doesZ/H], having a gradient near the Sun—0.083dexkpc?. The shallower gradient
in oxygen reflects our use of metallicity-dependent yielddthough shallower gradients are
generally cited (e.g Rolleston et al., 2000) the data pommtheé figure are consistent with the
model. The data derive from Shaver et al. (1983) who assuRged 10kpc and from Vilchez
& Esteban (1996) and Rolleston et al. (2000), who assuRyed 8.5kpc. To plot these data
on a consistent scale wifRy = 7.5kpc we have when possible recalculated the Galactocentric
distances from the heliocentric distances, taking theddtom Kharchenko et al. (2005) or
Loktin & Beshenov (2003) when possible. For some of the paomtdichez & Esteban (1996)
and Rolleston et al. (2000) heliocentric distances were veaitable, so we simply reduced the
cited Galactocentric distance by 1kpc. The green line in Eiyis the linear least-squares fit to
the data; its slope is-0.082dexkpc?. Our gradient in [O/H] lies within the range of frequently
occurring values in Table 4 of Vila-Costas & Edmunds (1992)pwssembled data for 30 disc
galaxies.

The upper panel in Fig. 2.6 shows the evolutiorZdbr the cold ISM in a number of annuli —
the solar annulus is coloured red. The smaller the radius @haulus, the higher its curve lies
in this plot because chemical evolution proceeds fastektiathest at small radii. At small radii
the metallicity of the cold ISM continues to increase thriooigt the life of the Galaxy, whereas
at Rz Rykpc, Z peaks at a time that moves earlier and earlier as one moveamiideclines
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30

Parameter Meaning Impact Value
2 erit Kennicutt's threshold surface density limited impact 0
Mo initial gas mass affects only(Z) at [Z/H] < —0.7; from Hess diagram B8x10°M,
M1 early infall mass affects onlM(Z) at [Z/H] < —0.7; from Hess diagram Bx10°M,
Mo long timescale infall mass to 12Gyr  fixed by present mass 2.9%1019M,,
by early infall timescale affects onl(Z) at [Z/H] < —0.7; from Hess diagram .BGyr
by long infall timescale limited impact; estimated from Hesagdam and other work 14 Gyr
fa Scheme A fraction of gas from IGM  free parameter 0.36
fs Scheme B fraction of gas from IGM  free parameter fixed by lgcatient 0.025
Keh churning amplitude free parameter 0.35
to delay before first type la SNe taken from literature 0.15Gyr
k-1 timescale for decay of type la SNe taken from literature 1.5Gyr
feject fraction of ejecta lost to Galaxy small impact; mainly afeemetallicity scale a5-0.04
fdirect fraction of ejecta to cold ISM small impact limited td/H] < —0.7 0.01
tcool cooling time of warm gas fixed by present mass of warm gas 2GYr
Mwarm initial warm gas mass impact limited d(Z) at [Z/H] < —0.7 5x 10PM,
Zicm metallicity of the IGM limited toR > 12 kpc; taken from literature 07

Table 2.1: Parameters of the standard model. The infallisageven by equation (2.6). The larger value fgkctapplies at

R < 3.5kpc.
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Figure 2.5: The metallicities of the current ISM in the startdmodel, Z/H] (red dashed curve)
and [O/H] (red full curve), as functions of Galactocentradius. Also measurements of the
metallicities of Hll regions by Shaver et al. (1983) (darkd), Vilchez & Esteban (1996) (black
crosses) and Rolleston et al. (2000) (light blue crossesg. green line shows the linear least-
squares fit to the measurements: it has a slope®®82dexkpc?. The data points have been
updated and rescaled Ry = 7.5kpc as described in the text. Where necessary points hawe bee
shifted vertically by—8.93 to put them on the solar scale.

briefly before flattening out. This phenomenon reflects a ¢oation of dilution by infalling
metal-poor gas and the inward advection of metals by the twaugh the disc.

The lower panel in Fig. 2.6 shows the corresponding predanimetallicity distribution of solar-
neighbourhood stars. Although this is the distributiontafs currently in the solar annulus, it is
clearly made up of a series of curves, one for each annulireimbdel. The curves for interior
annuli go from green to yellow as one goes forward in timegotithg the fact that relatively
recently formed stars are much less likely to have movedge leadial distance than older stars.
Similarly, in the bottom part of the figure the colours go friane to green to yellow as one
moves towards the time axis, because then one is moving aveg<for larger and larger radii,
where both the star-formation rate and the probability @fttecing in to the solar radius are



32 CHAPTER 2. CHEMICAL EVOLUTION WITH RADIAL MIXING

0.6 r r r T T
0.4 -

0.2} -

[Z/H]

T7/Gyr

Figure 2.6: Upper panel: the metallicity of the cold ISM itk@nnulus as a function of lookback
time showing each fifth ring. The curve for the solar annutuged. Lower panel: the present
density of solar-neighbourhood stars in the age-metsllidiagram. The colours encode the
logarithm of the density of stars.
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Figure 2.7: Full green curve: the surface density of thésstdlsc at 117 Gyr. Broken green line:
exponential fit to the inner part of this curve. Red curve: thdase density if stars remained
where they were born. Blue curve: surface density contribbtestars born in the first 8Gyr.
Broken blue line: linear fit to this curve.

low. Hence, regardless of stellar age, most solar-neigtioma stars havé in a comparatively
narrow range centred gd/H| ~ —0.1.

The full green curve in Fig. 2.7 shows the surface densitheftellar disc at 17 Gyr, which is
roughly exponential. The red line shows what the surfacsitlewould be if stars remained at
their radii of birth. By construction this forms an exponahtisc with a scalelength of 2kpc.
The broken green line shows thatRik Ry the disc approximates an exponential with a larger
scale length~ 2.8kpc. The blue curve shows the surface density contribugestdys formed in
the first 08 Gyr, which will be a-enhanced. This distribution deviates more strongly fram a
exponential because radial migration is most importanofdrstars. Fitting an exponential to
this curve aR < Ry yields a scalelength. Bkpc.

Fig. 2.8 reveals that thin and thick disc components candified within this overall envelope:
the upper panel shows that the vertical stellar densitylprafithe Sun is not exponential but can
be fitted by a sum of two exponentials. There is significaritudé in these fits and the fraction
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Figure 2.8: Upper panel: the volume density of starfRat 7.6kpc as a function of height
(red), a fit (black dashed) and its decomposition into thid #mck components. Lower panel:
the volume density of stars at the current epoch-at0 (red),z= 0.75kpc (green dashed) and
z=1.5kpc (blue short dashed).
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Figure 2.9: The predicted distribution of solar-neighlimad stars in the ([Fe/H], [O/Fe]) plane.
The sample is obtained by using the selection function o8& survey as described in Section
2.5 below. The colours of points depend on the star’s aziedwilocity: vy < 179km s1blue;
179< vyp/km s1<244 redyvy > 244km s 1 green. The black curve shows the trajectory of the
solar annulus.

of stars that is assigned to each component varies with $halelengths. For comparison with
recent results of Juric et al. (2008) we present a fit withrtbedue for the local thick disc fraction
of 13 per cent. This yielded scaleheight$gt= 335 pc and, = 853 pc, very well in the range of
their results. Note that the double-exponential densitycsiire isnot caused by any pecularity
in star formation history, like a peak in early star formatibut is a consequence radial mixing
combined with the given vertical force field. However, pseccharacterisation of the vertical
structure must await dynamical models that employ a morarate form of the third integral of
galaxy dynamics.

The lower panel of Fig. 2.8 shows thatzat 1.5 kpc (where the thick disc is dominant) the stellar
distribution is less centrally concentrated than it is ie ftane; if one were to fit an exponential
profile to the stellar density at= 1.5kpc forR < 10kpc, the scalelength fitted would be larger
than that appropriate in the plane. Just this effect is enioheFig. 16 of Juric et al. (2008).
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Fig. 2.9 shows the predicted distribution of solar-neigithood stars in the ([O/Fe],[Fe/H])
plane when a sample is assembled using the GCS selectionofunietscribed in Section 2.5
below. Two ridge-lines are evident: at top left of the figur@apulation starts that stays at
[O/Fe] ~ 0.6 until [Fe/H]~ —0.75 and then turns down towarde, 0), while a second larger
population starts at aboyt-0.75,0.25) and falls towardg0.2, —0.05). This arrangement of
points is very similar to that seen in Fig. 2 of Venn et al. (00rhe upper ridge-line is associ-
ated with the thick disc, and the lower ridge-line with thntflisc. In Section 2.9 we show that
such bimodal distributions in [O/Fe] are a natural consaqa®f the standard assumptions about
star-formation rates and metal enrichment that we have mHuke structure isiot a product of
the double-exponential nature of the standard model'dl ilafa; the model with a constant gas
mass displays exactly the same structure. Breaks in the Ealstar-formation history (Chiap-
pini etal., 1997) and accretion events (Bensby et al., 208& been hypothesised to account for
the dichotomy between the thin and thick discs. Our modgisoduce the dichotomy without a
break or other catastrophic event in our model’s star-féionaistory. When comparing Fig. 2.9
with similar plots for observational samples, it is impaottéo bear in mind differences in selec-
tion functions: Fig. 2.9 is for a kinematically unbiased gdenwhile most similar observational
plots are for samples that are kinematically biased in faebtthick-disc” stars.

The full curve in Fig. 2.9 shows the trajectory of the solarghmbourhood ISM. At low [Fe/H]
this runs along the ridge line of the thick disc, and it finslo@ the ridge line of the thin disc,
but it is distinct from both ridge lines. The sharp distinctibetween this curve and the ridge
line of the thin disc make it very clear that the latter is fedrthrough the migration of stars
into the solar neighbourhoodpt through the chemical evolution of the solar neighbourhood
itself. In many previous studies it has been assumed thaidge line of the thin disc traces the
historical evolution of the local ISM. Fig. 2.9 shows thastassumption could be wrong and that
inferences regarding the past infall and star-formatioes ¢hat are based on this assumption are
not to be trusted.

In Fig. 2.9 the points are colour coded by their angular maafgniding centres: blue points are
for vy < 179kms ! (Ry < 0.81Ry), red points are for 179kms < v, < 244kms* and green
points are fovy > 244km st (Ry > 1.1Rp). At the low-metallicity end of the thin-disc ridge line
many points are green and few blue, while at the high-metigllend the reverse is true. Thus
low-metallicity thin-disc stars tend to have guiding cestRy > Ry, while high metallicity stars
haveRy < Ro. Haywood (2008) has noted the same metallicity-velocityeadations in samples
of nearby stars. The thick disc contains stars from all thaeleal ranges, but stars with smgj
(blue) are most prominent at higher [Fe/H].

Fig. 2.10 shows the distribution of stars in th&/Hl], vy) plane: the upper panel is for the
GCS stars and the lower panel is for the standard model. In ftiels the highest density

of stars lies neaf0,220kms?) and the upper edge of the distribution rises as one moves to
lower metallicities. The metallicity gradient in the digats to the main cluster of stars sloping
downwards to the right. A significant difference betweentth@ panels is that in the upper panel
there are more stars in the lower left region. This poputatsovery much more prominent in
Fig. 5 of Haywood (2008), where a band of points runs from smghnd [Z/H] up towards the
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Figure 2.10: Upper panel: the distribution of GCS stars in({d¢H],v,,) plane. Lower panel:
the prediction of the standard model.Colours and contodisctehe density on a logarithmic
scale with a 0.2 dex spacing for contours.
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main cluster. This band is made up of halo and thick-diss$teat are selected for in the samples
from which Haywood drew data. The other difference betweapwbod’s Fig. 5 and the lower
panel of Fig. 2.10 is that Haywood’s main clump has a sliglgs pronounced slope down to
the right. It is likely that errors in the measurements of/Hjehave moderated this slope. The
GCS distribution shown in the upper panel of Fig. 2.10 is (eslg on the high metallicity side)
dominated by overdensities around the rotational veleitif well-known stellar streams (e.g.,
the Hercules stream Dehnen, 1998). This pattern overlaygé¢heral downwards slope. The
model accounts well for the steeper edge of the densityilaligieon at high rotational velocities,
which is the combined effect of lower inwards blurring and/éo stellar densities from outer
rings.

The top panel of Fig. 2.11 shows that the stellar metallidistribution is less centrally con-
centrated than that of the cold ISM from which stars form. eenhfactors are responsible for
this result. First, the mean metallicity of stars refleces itinetallicity of the gas at earlier times,
which was lower. This effect is most pronounced at the cemthere the metallicity of the ISM
saturates later than further out. Second, radial mixingclflattens abundance gradients, has a
bigger impact on stars than gas because stars experieritethoning and blurring. Third, the
net inflow of gas steepens the abundance gradient in the gdsbidrg et al. (2007) have esti-
mated the stellar metallicity gradient from the GCS stars. Wthey select thin-disc stars they
find —0.09 dexkpc!, but when one excludes stars witf/f] < —0.7 (which ensures halo ob-
jects are removed), one obtain®.11dexkpc!. The gradient of the dashed red line in Fig. 2.11
at 7.6 kpc is 010dexkpc? in excellent agreement with the GCS data.

The lower panel of Fig. 2.11 shows the breadth of the metiglkizstribution at three radii. These
distributions have full-width at half maximum aroundB dex and are significantly offset to each
other by 025dex.

Fig. 2.12 shows howr-enhancement varies in time and space, in stars and gaga\gtiO/Fe]
declines with time in both the ISM and in the stellar popwlatiand at a given time is higher in
the stars than the gas. [O/Fe] generally increases outvimartdst 12 Gyr in both stars and gas
it attains a plateau &= 10kpc, with[a /H] ~ 0.2 in the gas. The existence of the plateau is a
consequence of the rule that in the IGM [O/H] is the currehiean the disc aR ~ 12kpc; gas
with the givena-enhancement rains on the disdag 20kpc, is enriched by supernovae of both
types and a few gigayears later arriveRat 12 kpc with its originala-enhancement. This level
is set by the metallicity-dependent yields we have employed

Fig. 2.13 shows th8, R andl-band absolute magnitudes of the standard model as fusabion
time. TheB-band luminosity rises quickly to a shallow peak around 5 &yl then commences
a very slow decline. Emissions in tliRBand are almost constant at the present time, while
I-band luminosities continue to rise throughout the Galskjé because additions to the stock
of long-lived stars outweigh deaths of relatively shovet and predominantly blue stars. In our
model the Galaxy reaches an I-Band magnitude of aret@®27 which is exactly the result one
would expect for a disc galaxy with a rotation velocity of X20s ™! (e.g. Pizagno et al., 2005)
Fig. 2.14 shows th& — B andB — | colours of the disc at = 1.5, 4.5, 8.4 and 12Gyr. As
expected, the disc reddens at a declining rate througtwmlifeit There is at all times a significant
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Figure 2.11: Upper panel: mean metallicities of stars (ddshnd cold ISM (full) as functions of
R at the present time (red) and at 1.5 Gyrs (blue). Lower pdheldistributions over metallicity
of stars currently aR = 5kpc (blue), 76 kpc (red), and 10kpc (green).



40 CHAPTER 2. CHEMICAL EVOLUTION WITH RADIAL MIXING

o6 - - - = = — —

0.5F .

0.4} -

0.3 —~ - -

0.2} _ -

[O/Fe]

7
\

0.1

©
=
1
1

_0.2 1 1 1 1 1 1 1 1 1
2 4 6 8 10 12 14 16 18

R/kpc

Figure 2.12: Full lines: [O/Fe] in the cold ISM afterSiGyr (blue) and 12 Gyr (red). Dashed
lines: Mean [O/Fe] of stars aftert3Gyr and 12 Gyr.

colour gradient betweelR = 8 and 16 kpc that make the disc’s edge abofnfag bluer irB — |
than its centre.

Fig. 2.15 shows that radial migration causes the dependenesocity dispersion on time for
stars that are currently in the solar neighbourhood to diffi@terially from the acceleration
law (2.17) that determines the time dependencerofor stars that are born at given radius.
The outward migration of stars brings to the solar neighboad stars that carry with them the
large velocity dispersions characteristic of their plagebirth. The impact that these migrants
have ong; for stars of a given age increases with age, so at high agasreases faster than
equation (2.17) predicts. Least-squares fitwrpf] t? to the red and green curves in Fig. 2.15
yield B = 0.53 and 044, respectively. Empirically the photometrically contpl@ortion of the
Hipparcos catalogue shows that the best power-law fits tatkef increase af, yield g ~ 0.45
(Just & Jahreiss, 2007; Aumer & Binney, 2009). From a thecaéstandpoint, this result has
hitherto been puzzling because the largest exponent thabeabtained from the dynamics of
star scattering is /8 (Binney & Lacey, 1988). Such studies treat the accelera®®a local
process. Our result suggests that the conflict betweenytlawt observation is attributable to
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Figure 2.13: Absolute magnitudes in tBéblue short dashedR (red) and (black long dashed)
bands as functions of time. No allowance has been made fouodison.

violation of this assumption.

2.5 Fitting the model to the solar neighbourhood

A major constraint on the models is provided by comparingiioeel’s predictions with samples
of stars observed near the Sun. To make these comparisomswee¢o reproduce the selection
functions of such samples, which proves a non-trivial job.

The GCS is an important sample, and for each model we caldhlatéelihood of this sample.
Nordstbm et al. (2004) obtained $tmgren photometry and radial velocities for a magnitude-
limited sample of 16682 F and G dwarfs, nearly all of whichéngood Hipparcos parallaxes.
From the photometry they estimated metallicities and agégre has been some debate about
the calibration of the metallicities and ages (Haywood,&0olmberg et al., 2007; Haywood,
2008). Recently the re-calibrated data from Holmberg e8l07) became available and it is to
these data that we have compared our models. We comparertelHicities ([(Me/H]) to our
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Figure 2.14:U — B (upper panel) an® — | (lower panel) as functions of radiustat 1.5, 4.5,
8.4 and 12 Gyr. No allowance has been made for obscuration.
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Figure 2.15: Velocity dispersion of solar-neighbourhotats as a function of age. Red curve:
oy for all stars in the solar annulus. Green (long dashed) cwyéor stars within 100 pc of the
Sun. Blue (short dashed) curve; for stars born in the solar annulus.

[Z/H] as itis not entirely obvious to what extent alpha enrieimtirenters into their measurements.
Since assigning ages to individual stars is very difficul, ave concentrated on matching the
distribution of stars in théMy, Tefr, Z) space from which ages are derived.

For each metallicity we construct a volume-limited steltarmber density of stars in the
(My, Tesf) plane by considering each annuliisand calculating the fraction of each popula-
tion in this annulus that will be in the solar neighbourho&dr given absolute magnitude, the
probability that a star will enter the sample is

W(Imax) = /Ormaxdrrz/dZQ n(z), (2.19)

where the space density of sta(g) is assumed to be plane parallel and given by equation (2.18).
For the GCS selection function we use the approxinbatey colour rules from Nordstim et

al. (2004) — a more sophisticated selection function comlgrinciple be constructed, but it is
not possible from the published data. At each colour, the@pate selection functiow is
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Table 2.2: Magnitudes defining the Geneva—Copenhagen iseléahction
b—y \ 0.21-0.25 <0344 <038 <042 >042
V1 7.7 7.8 7.8 7.8 8.2
Vo 8.9 8.9 9.3 9.3 9.9

characterised by two apparent magnitudgandvs listed in Table 2.21p declines linearly from
unity at magnitudes brighter tham to zero fainter thaw,. ¢ vanishes fob —y bluer than (21.
Forb—yredder than B8, ¢ is reduced by a factor.6.

The selection of Nordshm et al. (2004) is designed to exclude red giant branch (RGB¥ st
from the data set. However, some of these stars are stileisdimple, while the sample is biased
against stars just below the giant branch. We take out ofideration the RGB itself and we
downscale the theoretically expected population denssyr the starting point of the red giant
branch by a factor of 4 to reconcile it with the data. Sincerttmber of RGB-stars in the GCS
is not large anyway, the loss of information is small. We akmoved from the dataset three
objects that are far too faint to be attributed to the mairusage. The theoretical distributions
are convolved with a Gaussian of dispersiohdex in [Z/H] to allow for measurement errors.

Fig. 2.16 compares predicted (lower panel) and observepefupanel) Hess diagrams for the
GCS stars. As discussed by Holmberg et al. (2007), the ritgeof the main sequence in the
GCS data is significantly displaced from that predicted bghsones. We have eliminated the
effects of this offset on Fig. 2.16 in the simplest possibéy/ywnamely by decreasing all model
values of lo@Tes) by the value, @15, that yields the closest agreement between the thealreti
and observation main sequences. After this correction bas made, the agreement between
the theoretical and observational Hess diagrams shownginZ=16 is convincing though not
perfect. The original conception had been to determine theel’s parameters by maximising
the likelihood of the GCS stars in the model density(My, Tes, Z) space, but confidence in
this plan was undermined by (i) the need for an arbitrarynalignt of measured and theoretical
values ofTg, and (ii) the extent to which the likelihood of the data deggeon the uncertain
GCS selection function. Notwithstanding these reservatie are encouraged that the standard
model maximises the likelihood of the data at an agd&1 Gyr, that agrees with other estimates
of the age of the solar neighbourhood (Aumer & Binney, 2009] raferences therein).

The full red curve in Fig. 2.17 shows the metallicity distrion of stars predicted by the stan-
dard model, and green points show the GCS data. The agreesnextallent. At the lowest
metallicities theory predicts slightly too few stars, but incertainties in both the theory and the
data are large in this limit and the theory does not include ktars, so it should under-predict
the data afZ/H] < — 1.
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Figure 2.16: Comparison of the observed (upper) and pretlitvever) distributions of GCS
stars in thg Tesr, My ) plane. Contours have an equal spacing of 10 counts per bitingtavith
3.
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Figure 2.17: The metallicity distribution of GCS stars (gre®ints) and the corresponding pre-
diction of the standard model (full red curve). The brokareldurve shows the model that differs
from the standard model only in the elimination of churnimgl aadial gas flows. The broken
pink curve shows the model with neither churning nor blgrimhe lower panel shows the same
data but with a logarithmic vertical scale to reveal struein the wings of the distribution.
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2.6 General trends

We now discuss aspects of how the observable properties odalrdepend on its parameters,
and what is required to achieve fits of the quality seen in Bigsand 2.17.

Table 2.1 lists the model's 16 parameters; the third colurplagns whether the parameter is
fitted to the GCS data or taken from the literature, and indc#te sensitivity of models to that
parameter. Five parametefgld, M1, b1, fgirect Mwarm) Significantly affect only the distribution
of stars at J/H] < —0.7. Six other parametersvip,to, k1, tcool, Zigm) are fixed by observed
properties of the Galaxy other than the solar-neighboutstellar distribution. The remaining
five parameters are the critical surface density for stan&dion 2, the long infall timescale
by, the accretion parametefg and fg and the churning strength,. We shall see thafg is
effectively set by the metallicity gradient in the gas, thais effective determined by the local
Hess diagram, and that the valueXfi; is unimportant providing it is small (we have included
this parameter only for consistency with earlier work; thedels do not want it). Consequently
the fit of the model to the data shown by the red curve and thengpeints in 2.17 is obtained
by adjusting justfa andkgp.

The number of stars more metal poor th@i] ~ —1 depends sensitively on the thermal struc-
ture of the early ISM. Most previous studies (exceptionsuide Thomas et al., 1998; Samland
& Gerhard, 2003) have used only one phase of the ISM. Intriodube warm component of the
ISM delays the transfer of metals to the star-forming col§l I8/ ~ 1 Gyr, thus increasing the
number of extremely metal-poor G dwarfs. Our first modelgaly had no warm gas, with the
result that at early times the mass of warm gas was propaitioriime and the metallicity of the
cold gas rose quadratically with time. These models had analvundance ofery metal-poor
stars. These experiments led to the conclusion that pregaind halo stars endowed the disc
with warm, metal-rich gas at the outset. Even at late tintesekistence of the warm ISM delays
the introduction of freshly-made metals into stars, and ihuconcert with the gas flow through
the disc steepens the metallicity gradient in the stellac;deliminating the warm component
raises the metallicity of the solar neighbourhood and bdympn~ 0.1 dex.

The metallicity of infalling gas only affects the structuséthe disc atR=12kpc. Lowering
Zicm Steepens the metallicity gradientRat> Ry.

It is instructive to consider the case in which blurring isluded but churning is turned off
by settingksn, = 0 and radial flows are eliminated by ensuring thgt fg = 1 so every ring’s
need is fully supplied from the IGM. The broken blue curve ig.R2.17 shows the present-day
metallicity distribution that this model predicts for th&€S. The peak of the distribution is much
narrower than in the standard model, and there is a strikéfigidncy of metal-rich stars. The
broken pink curve shows the effect of also turning off blugrithe deficiency of metal-rich stars
becomes even more striking but there is negligible change@metal-poor side of the peak.
Reducing the current SFR by making the infall rate a more hpuldclining function of time
shifts the peak of the distribution to higher metallicitigsreducing the relative strength of recent
inflow and thus the supply of fresh, metal-poor gas. The ussdMF that is steeper in the low-
mass region, as has been suggested by some studies, retkioeass of metals that is locked
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up in low-mass stars and increases the metal productiondiy generation. The metallicity in
such a regime is accordingly higher, but the shape of theilslision does not change. Since
changes in the IMF at the high-mass end, which is equallyrtaioe can produce compensating
variations in yields, loss rates, etc., we stayed with taditional approach via the Salpeter IMF.
In all interesting models the metallicity of the local ISMw@ates early on. The saturation level
depends on the pattern of gas flow through the disc, and ornuthent SFR relative to the mean
rate in the past: the faster the decline in the SFR, the hidleectirrent metallicity. Naturally
the stars of the solar neighbourhood are on the average goimgnodels with a constant gas
mass than in models in which the infall rate is declining adow to equation (2.6). This relative
youth is reflected in the structure of the local Hess diagrdfa.reject the model with constant
gas mass because it assigns a significantly smaller liladito the Hess diagram of the GCS
stars than does a model based on equation (2.6).

2.6.1 Selecting the standard model

All our models have quite strong metallicity gradients irttbstars and gas (Figs 2.5 and 2.11).
Since the metallicity of the central gas is enhanced by taydia flow, and models with large
fg have larger central flows than models with lafgeand vice versa at large radii (Fig. 2.2),
enhancingfg steepens the metallicity gradient at smiaHlnd diminishes it at largR.

Eliminating churning and radial gas flows (by settkag= 0, fo + fg = 1) dramatically reduces
the metallicity gradient within both the stellar and gascdisat the present epoch the gradient
in the gas near the Sun falls frorD.11dexkpc ! to —0.01dexkpc?. Increasing the churning
amplitudekcn both increases the width of the peak in the predicted sa@ayhlourhood metal-
licity distribution (Figs 2.11 and 2.17) and reduces thedggat in the mean metallicity of stars
atR<Ro.

Fig. 2.18 shows how the likelihood of the GCS metallicity digition plotted in Fig. 2.17 varies
with fa, fg andkqh. In the upper panel favoured models (with large symbolsalioang a line
that slopes down and to the right. Along this line a decregd@@i in fg is compensated by an
increase infa by ~ 0.08.

As one moves down the upper panel of Fig. 2.18, the steepriethe anetallicity gradient
near the Sun increases, and the models viigh= 0.015 have local gradients steeper than
—0.12dexkpc?, which may conflict with the data. Models higher up the parslehsmaller
local metallicity gradients and require larger valuekgfto bring a sufficient variety of stars
to the solar neighbourhood. Models to the right of the paagklsmaller inward flows of gas,
leading to local metallicities that rise faster in time ahdyt match the GCS metallicity distri-
bution at younger ages, especiallif, is large so metal-rich stars migrate to the Sun relatively
rapidly. The structure of the local Hess diagram for eith@S3stars (Fig. 2.16) or Hipparcos
stars (Aumer & Binney, 2009) implies that the solar neighbood is not younger than 9 Gyr, so
when the age is smaller than 9 Gyr the model is marked by a ordésg. 2.18. Models adjacent
to the crosses do not violate the 9 Gyr limit but are none#isetisfavoured because their local
Hess diagrams yield relatively low likelihoods for the GC&pte.
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Figure 2.18: The likelihood of the GCS metallicity distrilmrt in models with infall rates given
by equation (2.6). Upper panel: the values of the infall petersfa and fg are given by the
locations of the symbols, and the valuekgf is indicated by the number of sides of the polygon:
3,4,5, ... forksh = 0.0, 0.1, 0.2,.... The size of the polygon increases linearly with the log
likelihood of the data, models with ages smaller th@yQare marked with crosses. Lower panel:
the likelihoods of models witlig = 0.025 and varying fa, ker). In this panel the size of a symbol
is a more sensitive function of likelihood than in the uppan@l. Hexagons indicate models with
best-fit ages higher than BX5yr, models with best-fit ages belows®yr are crossed.
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Four factors make it difficult to confine narrowly the reqdirealue ofkg, within the part of
Fig. 2.18 that has large symbols: (i) churning affects nyaihé width of the metallicity distri-
bution, which has less impact on the likelihood than thetiooeof its peak; (ii) churning, which
is strongest in the inner regions of the disc, tends to siurear the centre in the sense that
old stars become fully shuffled; (iii) the GCS sample is biaagainst old and highly dispersed
populations of stars, so where churning has the strongksitethe observational signature is
weak; (iv) the required churning strength is sensitive ® Iltical metallicity gradient which is
not very well constrained by observations.

In our models there is no azimuthal variation in the met#yliof gas at a given radius, as is sug-
gested by recent observations (see Nieva & Przybilla, 20@&gh yield very small to negligible
inhomogeneity of the ISM at a given radius. The effect ofxilg this assumption can be gauged
by increasing the dispersion in the measured metallicitiesgiven population of stars: if there
is intrinsic dispersion in the metallicity of the ISM in a giv annulus, the measured metallicities
of stars formed from it will reflect both this dispersion andasurement errors. The largest in-
trinsic dispersion in the metallicity of the ISM that would@ear to be compatible with the data
plotted in Fig. 2.5 is~ 0.1dex. When we combine this with measurement errors biiéx, we
can obtain a fit to the GCS data of Fig. 2.17 that is only slighityse than that provided by the
standard model by lowering, from 0.25 to~ 0.1.

We have studied models with several values of the mass-trssneterfejectand concluded that
up to the largest values studietijtc;= 0.15 atR < 3.5kpc and 005 elsewherefegject does not
have a large effect on the model’s observable propertiesissanyway degenerate with the still
uncertain nucleosynthetic yields. However, increadigg.; makes it slightly easier to find an
acceptable model, reflecting the fact that the yields we aneguie at the upper limit of the
yields that are consistent with measured metallicities.

The upper panel of Fig. 2.19 shows the effect on the fit to the G@&llicity distribution of
using a non-zero value of the threshold gas den&jgy, below which the SFR declines steeply.
Raising Zi: from zero to 25M., pc 2 changes the model prediction from the red curve of the
standard model to the blue curve; the distribution is nowewahd peaks at lower metallicities.
The pink dotted curve shows the result of maximising thelilikeod of the data subject to the
constraintsyi; = 2.5My pc 2. In this modelfa is increased (to @4) andkg, is decreased (to
0.20) relative to the standard model. The new model providdghtly worse fit to the GCS
data than the standard model, but, as the lower panel revwbate is a problem with using a
non-zero value of:: with minimal star-formation in the outer disc, the metaty gradient
of the ISM steepens near the edge of the star-forming regwinige further out the metallicity
becomes constant at the intergalactic value. The data slogigm of this plateau, and are
probably incompatible with a plateau as low[@gH] = —1. Values ofS.j > 2.5M, pc~? are
incompatible with the data because they bring the edge dftdreforming disc too close to the
Sun.

By considering the likelihoods of both the Hess diagram aedietallicity distribution of GCS
stars, and our prejudices regarding the proper valug;gf, we chose the model specified by
Table 2.1 as the standard model. With this model the likelthof the GCS metallicity peaks at
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Figure 2.19: Upper panel: the data points are the GCS coudtsh&nred curve is the stan-
dard model. The broken blue curve shows the effect on thisemafdraising 2; from zero to
2.5M., pc 2. The pink dotted curve shows that a good fit to the data can taéngll for this
value of 2. Lower panel: measurements of the metallicity of the ISM #r@predictions of
the models shown above.
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age 117 Gyr.

2.7 Relation to other work

Chemical evolution models of the Galaxy have a long history ararge literature. It would
be inappropriate to attempt to review this literature irs thection. Instead we highlight crucial
differences with work that has most in common with ours, aidte our work to the analysis of
the solar neighbourhood of Haywood (2008).

2.7.1 Comparison with earlier models

Some of the best known models of Galactic chemical evolusianthose in Chiappini et al.
(1997) and its successors Chiappini et al. (2001) and Cadlatitl (2008). In each case the
disc is made up of annuli that exchange neither stars nor §sa-formation is driven by a
Kennicutt law similar to equation (2.1). Chiappini et al. 979 introduced a time-dependent
infall rate that is superficially similar to (2.6) but difefrom our infall rate in two important
respects. First, the exponential with the longer time-taomtss not turned on until 2 Gyr after the
start of Galaxy formation with the consequence that stam&tion periodically ceases during the
interval 1Gyr< t < 2Gyr. Second, Chiappini et al. (1997) make the time constaatlinearly
increasing function of radius that vanishesat 0.86 kpc (or 12kpc in Chiappini et al., 2001),
whereas heré; is constant. If we were to follow the prescription of Chiapmhal., our inner
disc/bulge would become older, and a smaller churning rateldvbe required to bring stars
more metal-rich than the local ISM to the solar neighboucho@n outwards-increasing infall
timescale enhances the metallicity gradient because Ingitas$ are close to their equilibrium
values, and these reflect the ratio of current to past SFRs.

Chiappini et al. (1997) adjusted their model’s free paransdie optimise its fit to the G-dwarf
metallicity distribution for stars in the solar annulus tthieas determined by Rocha-Pinto &
Maciel (1996) from 287 stars that lie within 25 pc of the Suig. 2.20 illustrates the difference
between the metallicity distributions of stars near the 8nd in the entire solar annulus: the
full red curve shows the standard model’s prediction forttegallicity distribution of GCS stars
from Fig. 2.17, while the long-dashed green curve shows theesponding distribution in the
whole annulus. The distribution for the annulus is much Bevahan that for the GCS because
stars with metallicities far from that of the local ISM argigyally fast-moving and likely to be at
highz Rocha-Pinto & Maciel (1996) transformed their measurettiigion for the local sphere
to the modelled global distribution using correction fastestimated by Sommer-Larsen (1991),
which depend on the local gravitational potential and tHearsy distributions of stars of each
metallicity. It is clearly more satisfactory to use intdipgenerated values of these distributions
to predict the metallicity distribution in the observed wmole around the Sun than to infer the
annular distribution from the measured one using extestahates of the velocity distributions.
Moreover, the short-dashed blue curve in Fig. 2.20 showgridiction of Chiappini et al. (1997)
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Figure 2.20: Full red curve: the metallicity distributioregicted by the standard model for the
GCS stars. Long-dashed green curve: the prediction of the sawdel for the distribution of the
whole solar annulus. Short-dashed blue curve: the predicd Chiappini et al. (1997) for the
solar annulus.

for the solar annulus. It declines much more steeply at highahicities than the blue curve,
predicting far too few metal-rich stars.

The scale of the discrepancy between the blue and the greessdilustrates that a model that
provides an adequate fit to the data of Rocha-Pinto & Maci€§)® likely to be incompatible
with the GCS stars. This discrepancy is partly due to probheitisthe calibration of the under-
lying dataset: Haywood (2002) and Twarog (2002) pointedtioat the metallicity calibrations
of Schuster & Nissen (1989) underlying those datasets sgvenderestimate the metallicities
of metal-rich stars. This underestimation makes the dedfinthe number of stars at [Fe/H]0
steeper than it should be, and thus makes it easier for tlaetaie fitted by traditional models
of chemical evolution, which predict a sharp cutoff at higle/H]. Apart from its superior cal-
ibration, the GCS sample is 50 times larger than that used bixd&rBinto & Maciel (1996), so
its statistical errors are much smaller and it is a more ehgihg distribution to fit.

In the models of Chiappini et al. (1997), star formation ceas#irely when the surface density
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of gas falls belowZi;, while in our models;i; merely marks an increase in the rate of decline of
the SFR with decreasing gas density. While a cogent arguraeriie€ made for a rapid decline in
the SFR at low gas densities, it is hard to justify a discantynn the rate. Chiappini et al. (2001)
conclude that a non-negligible value bf;i; plays an essential role in fitting the data. In fact,
they setsqit = 7 Mo pc2, with the consequence that star formation in the solar meigthood
was constantly stopping and starting, both during the fiGy2and the last 4 Gyr of Galactic
history (see their Fig. 4). Since the metallicity of the ISkttines when star formation has been
switched off, this erratic behaviour broadens the stellatafticity distribution. In our models
the SFR is steady and in fact settifigis = 7M., pc~2 would result in almost no stars forming
atRz 10kpc because the flow of gas through the disc would preverdiface density building
up to 7M. pc2. Hence in our models star-formation can occur at large oadyi if it is set to

a small or vanishing value. An important difference betweenmodels and those of Chiappini
et al. (2001) is that in our models the SFR is a smooth funatiotime and the bimodality in
[a /F€ is achieved without a dip in the star-formation rate.

Chiappini et al. (1997) give for the inner and outer parts efrtmodels the radial gradients in
the abundances of several elements. These gradients gestlar the inner regions, but even
there they are much smaller than in our models: for example &yr the inner gradients of
[O/H] and [Fe/H] are—0.023 and—0.027 dexkpc! compared to values —0.08dexkpc ! and

~ —0.11dexkpc?! obtained here. Our larger gradients are a direct consequétice advection
inwards of the products of nucleosynthesis. The GCS stam sheimilar gradient inZ/H]:
Holmberg et al. (2007) derive a gradient-0.09dexkpct.

Colavitti et al (2008) used infall rates measured from siroites of clustering cold dark matter
(CDM) in slightly updated models of Chiappini et al. (1997). Bmpirically determined in-
fall rate gave such satisfactory results as the earlier ldeekponential rate. The models were
again compared to the metallicity distribution of Rochat®& Maciel (1996) and in most cases
provided inadequate fits to the data. The empirically meskinfall rates are very irregular in
time, with the result that the model experiences powerfustsuof star formation. These lead
to large excursions in the predicted plots of [O/Fe] verstegHi] for which there is no evidence
in the data. Moreover, studies of the past SFR in the disc stwgigns of major bursts of star
formation a few gigayears ago. The disappointing resulthisfstudy suggest that the rate at
which gas joins the disc is not simply the ratio of masses ofdies and dark-matter times the
dark-matter accretion rate. In fact, the wealth of evidethed the majority of baryons are still
in the intergalactic medium (Persic & Salucci, 1992; Fulagt al., 1998) is a clear indication
that galaxies do not acquire gas as fast as this naive catoulsuggests; rather gas is stored
in the warm-hot intergalactic medium (WHIM) and from thererated at a still uncertain rate.
It seems unlikely that chemical evolution models will be @sgsfully coupled to cosmological
clustering simulations until we have understood the compieerface between the WHIM, cold
infall and galactic fountains.

Naab & Ostriker (2006) determined the infall rate by asswihmat the surface density of the
disc is always exponential, but with a scale length that épprtional tove/H, wherev, is the
Galaxy’s circular speed (taken to be constant) &ft) is the Hubble parameter. The infall
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rate at all times and places was fixed by assuming that theatesunirface density of the disc is
constant at its current value. The model’s observables warilated by using the Kennicutt
law (2.1) to convert gas to stars. A very simple approach &mtbal evolution was employed, in
which material does not move between annuli and only theatiieetal contenZ was followed.
In these models the metallicity gradient in the ISM beconess Isteep over time, and is now
~ —0.04dexkpct. Their model predicts for the solar neighbourhood feweragth stars and
more metal-poor stars than are in the GCS.

In all these models, solar-neighbourhood stars shouldfgatiwell defined metallicity-age rela-
tion, and the G-dwarf metallicity distribution is simplyghesult of combining this relation with
the SFR-age relation. As we have seen, the observed widtle dbtial metallicity distribution
is approximated by exploiting irregular time evolution detmetallicity of the local ISM (cf.
also Portinari et al., 1998). As Fig. 2.9 illustrates, ourdels solve this problem in an entirely
different way, and using a simpler history of star formation

2.7.2 Haywood'’s analysis of the solar neighbourhood

Haywood (2006) and especially Haywood (2008) has critjaatexamined the age-metallicity
distribution of the GCS stars and concluded that the datardyeconsistent with the existence of
a well defined age-metallicity relation for disc stars yoeinthan~ 3 Gyr; for such young stars
the spread in [Fe/H] is consistent with the expected disperns the metallicity of interstellar
gas at a given radius. At ages larger than 3Gyr the width ofrteellicity distribution is larger
than can be accounted for by measurement errors and inhomiogef the ISM. In particular,
there are stars with ages5Gyr that have [Fe/H¥ 0.5, and stars with ages 7 Gyr that have
[Fe/H]= —0.5. The older the age bracket that one examines, the wideatigerof metallicities
present. Our predicted age-metallicity distribution (F2g6) is in good agreement with that
derived by Haywood (2008).

Haywood (2006) finds that when his revised ages are used for &S, the metallicities of
thick disc stars increase as their ages decrease. Thatsg $tars point to rapid self-enrichment
of the thick disc. In fact, Haywood argues that the thick dssoot the relic of some captured
satellite(s) but an integral part of the Galaxy’s disc ans layed a central role in the chemical
evolution of the thin disc. Chemical evolution models shauégt the disc as a whole, not just
individual parts. Our results strongly underline this dos®n from a theoretical perspective.
The metallicity-age plot shown in Fig. 1(b) of Haywood (20@8satisfyingly similar to the lower
panel of our Fig. 2.6: in both figures the stellar density ghleist aroundt(= 2 Gyr, [Fe/H] =
—0.1) and in this region the ridge line gradually drops to thétid\t older ages the distributions
become broader, being confined by [FeAD.4 and—0.5. At ages greater than 10Gyr both
distributions reach down to [Fe/H} —1. In fact the small differences between our figure and
that of Haywood are readily accounted for by the substaetiars in measured stellar ages.
This fit is remarkable because the model parameters werehaghout reference to measured
stellar ages.

An argument sometimes advanced for a dichotomy betweerhitie and thin discs is the ex-
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istence of two sequences in ther /Fe,[Fe/H]) plane (Fig. 2.9). This diagram suggests that
the last thick-disc stars to form had higher abundancestti@first thin-disc stars to form. To
explain this finding in the context of a conventional cherh@malution model, sudden dilution
of the ISM by a massive gas-rich accretion is required (Bemslay., 2005; Reddy et al., 2006).
Against this proposal Haywood (2006) objects that the bidilkhe oldest thin-disc stars have
[Fe/H]~ —0.2 and there is no evidence that the most metal-poor thinsdégs are particularly
old. Our models show that the observed structure of th¢Fé, [Fe/H]) plane arises naturally
when radial migration is allowed. Haywood (2008) examiniee orbital parameters of stars
of various metallicities and showed that local thin-disarstwith metallicities that overlap the
metallicity range of the thick disc have higher angular mota¢han more typical thin-disc stars.
Similarly, he found that stars in the high-metallicity taflthe local metallicity distribution have
low angular momenta. Even though churning could in prircgrldicate the correlation between
angular momentum and metallicity, our models reproducsetlterrelations (Figs 2.9 and 2.10)
because blurring makes a sufficiently large contributiobrtoging these chemically anomalous
stars near the Sun.

Ivezic et al. (2008) also argue that in the SDSS data the latiemproperties of the thick disc
evolve continuously with distance from the plane in a way thagests that the thick disc joins
continuously to the thin disc. By contrast, Veltz et al. (2D8&jued for a clean break between
the thin and thick discs on the basis of shallow local minimahie density of 2MASS stars
n(z) in seen at the Galactic poles as a function of photometrianiiez. As Veltz et al. (2008)
show, minima inn(z) are not expected if the disc is a superposition of two exptalestruc-
tures, but the minima yield a clean discontinuity in therasition of velocity dispersions when
multi-component isothermal distribution functions arediso model the data. The very unex-
pectedness of the minima makes the modelled break extreniegly. It will be interesting to see
whether the distribution of measured radial velocitiestafsin the RAVE survey substantiate
these model velocity distributions.

2.8 Conclusions

It is now more than forty years since the theory of stellad@won attained the level at which
it became possible to model the chemical enrichment of tihd FF'om the beginning of that
endeavour measurements of the abundances of individuatiseighbourhood stars have played
a key role because a star preserves like a time capsule teeo$thie ISM at the remote epoch
of its formation. Considerable theoretical and observaiiefforts have been devoted to probing
the history of the Galaxy with this connection.

Half a century ago, Roman (1950, 1954) and others discovheconnection between the kine-
matics and chemistry of stars, yet curiously little has bad@me to include kinematics in models
of chemical evolution. The general presumption has bedretizh annulus of the disc evolves
independently of others, and the well-known correlatiostsvieen chemistry and kinematics can
be understood as arising through the stochastic accelerafistars: older stars tend to have
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larger random velocities and lower metallicities. No effsas made to develop greater diagnos-
tic power by simultaneously modelling chemistry and kingosa

The continued use of mutually independent annuli by modetiéchemical evolution is surpris-
ing given that it was from the outset recognised that mamng stige on significantly non-circular
orbits that each radial half-period cover more than a kitepain radius. In fact, it has generally
been assumed that the radial velocity dispersion withindike rises as one moves inward to
values that lead to radial excursions of several kilopaésee Fig. 2.4). Moreover, observations
have long indicated that galactic discs have significanathety gradients (e.g. Vila-Costas &
Edmunds, 1992; de Jong, 1996), so radial migration of stal®und to leave a signature on
the metallicity distribution of solar-neighbourhood staMe have called this aspect of radial
migration “blurring”.

The present study owes its impetus to the discovery by Setiwé& Binney (2002) that radial
migration is a more potent process than mere blurring: theiclant effect of transient spiral
arms is not to heat the stellar disc as had been supposed,dauige stars either side of corotation
to change places without moving to eccentric orbits (“cingf). Sellwood & Binney (2002)
did not demonstrate that gas participates in churning,Hmyt &rgued that it must on dynamical
grounds, and Roskar et al. (2008a) found evidence that tresheacase in their N-body—SPH
simulations of galaxy formation. Since churning is an aspéspiral structure that caanly

be probed through its impact on chemical evolution, we wanotemical-evolution models that
included churning, and logically it was natural to extenesth models to include both blurring
and radial gas flows.

An ingredient of our models that might be controversial is iiitroduction of radial gas flows.
We have absolutely no reason to expect that the infall prifiexponential, so if discs are to
be exponential this must be the result of flows through thesdisdistributing mass within the
disc. In fact, as gas streams through spiral arms it dissspatergy in shocks that is ultimately
gravitational energy that becomes free as the gas sureadgular momentum to the stars and
drifts inwards. Hence at some level inward gas flows are ntangé_acey & Fall, 1985).
Unfortunately, the theory of galaxy formation has yet toathe to the point at which it can
prescribe the spatial and temporal structure of gas aoareto it is necessary to parametrise
accretion in some way. The accretion process must be coreiréo result in the formation
of the observed stellar and gaseous discs. Our accretioen®rAB satisfies this constraint
for all values of the parameters, but it is inevitably acdus#hat the formation mechanism is
being driven by its known outcome. While its acausality isttraative, Scheme AB is a flexible
parametrisation that enables us to form exponential disca f/ariety of different assumptions
about the radial density of infalling gas, and the resultiadjal profiles of infall and gas-flow
(Fig. 2.2) are entirely plausible.

The impact that radial migration has on the local metajlidistribution obviously varies with the
magnitude of the metallicity gradient in the ISM, which infiudepends on the gas flow within
the disc and therefore the radial infall profile. For thiss@athe most important parameters of
our models ardp and fg, which control the distribution of infalling gas.

The models provide good fits to the GCS counts of stars as amsctf [Fe/H],My, Te and
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stellar age, as well as reproducing the correlations betweegential velocity and abundance
patterns that have been pointed out by Haywood (2008). Tiiissare achieved by churning,
blurring and radial flows working together. They depend om éitistence of an appreciable
metallicity gradient in the ISM, which is established by thadial flow of gas, and they depend
on radial mixing of stars by blurring and churning. The stxeihe metallicity gradient in the
gas, the smaller the effect of churning can be, but for angmasionally consistent metallicity
gradient, churning has a non-negligible role to play.

The models describe the coevolution of the thick and thicsjigand presume that thick-disc
stars were formed in the Galaxy rather than accreted fromidrit Given the simplicity of our
assumptions, the extent to which a dichotomy betweem-anhanced thick disc and a solar-type
thin disc automatically manifests itself in the models ismagkable. In particular, in the solar
annulus the distributions of [O/H] at given [Fe/H] are binabdh the range of [Fe/H] associated
with the overlap of the two discs (Fig. 2.9), the vertical sign profile can be represented at
the sum of two exponentials, and Rt< Ry the radial density profile becomes flatter at lager
distances from the plane (Fig. 2.8). None of these chaiattsris dependent on our choice of
a double exponential for the time dependence of infall: aehodwhich the gaseous mass, and
therefore star-formation rate, is held constant also hesetifieatures. They are consequences of
the~ 1 Gyr timescale of type la supernovae and the secular heatidghurning of the disc.

The models assume that scattering of stars increases thetydalispersion of a coeval pop-
ulation ast!/3, but the models go on to predict that within the solar neiginbood velocity
dispersion increases as a higher power of age, rou§tfyin agreement with what is found
from Hipparcos stars with good parallaxes. This finding negoncile scattering theory, which
cannot readily explain an exponent in excess (8,with observations. The key point is that
radial mixing brings to the solar neighbourhood stars bdranaall radii, where the velocity
dispersion is undoubtedly large.

The nucleosynthetic yields from each generation of stassall significantly uncertain. Our
philosophy has been to use standard values from the literedther than exploit uncertainties in
the yields to tune the models to the data. The yields we angask in the upper region of those
that can provide adequate fits to the data, with the consegubat increasing the value of the
mass-loss parametégjec, Which is degenerate with the magnitude of the yields, mélessier

to fit the data. Our yields are surely not exactly right andseguently some of the properties the
models derive from them will be in error. On account of theseauntainties we have suppressed
the predictions of our code for the abundances of certameés, most notably carbon.

The discovery that three-dimensional, non-equilibriumdels of the solar atmosphere require
the metal abundance of the Sun tohe= 0.012— 0.014 (Grevesse et al., 2007) poses a major
problem for this field. A prerequisite for successful cheathinodelling is a consistent metallicity
scale for both stars and the ISM. At present the only condisteale is the traditional one on
whichZ., = 0.019, so this is the one we have used.

If a new scale were established on which all metallicitiesargggnificantly lower, viable models
could be produced by lowering the yields. A straightforweuay to do this would be to lower
the maximum mass in the IMF: reducing this mass from 100tmM50 M., would reduce yields
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by ~ 30 percent in line with the proposed reductiorZin. The oxygen yield would come down

fastest, reducing [O/Fe] by 0.2 dex.

Although we believe that this study represents a signifieaiwvance on all previous models of
Galactic chemical evolution, it is highly imperfect. Somajor weaknesses of our work are the
following.

1. We have assumed that the probability of mass interchaetyeelen rings is proportional
to the product of the rings’ masses. This probability reflébe number and intensity of
spiral feature with corotation at that radius, and shouldldanction of both mass and
velocity dispersion. A further study of self-gravitatinggcs similar to that of Sellwood &
Binney (2002) would be necessary to determine this function.

2. We have assumed that the vertical and radial motions of decouple. This assumption
has a significant impact on both the relation between age @lodity dispersion in the so-
lar neighbourhood and on the predicted vertical densitfilprim the solar annulus, which
is interesting in itself and impacts on the selection fumcf GCS stars and thus on our
choice of standard model. The assumption is unjustifiablestars on eccentric orbits,
which do play an important role in the model fits. Unfortumgta sounder treatment is
impossible until a better approximation to the third intgyf Galactic dynamics is avail-
able. Itis our intention to resolve this problem throughrti®modelling” (e.g. McMillan
& Binney, 2008).

3. Our models include radial mixing of gas through churningd giscous inspiralling, but do
not include radial redistribution of gas by the Galacticrftain (e.g. Benjamin & Danly,
1997). A significant body of evidence indicates that stamfation drives neutral hydrogen
to kiloparsec heights above the plane. NGC 891, which is issirdilar to the Galaxy, has
~ 25 per cent of its neutral hydrogen more than 1kpc from thegl@osterloo et al.,
2007). This extraplanar gas must move over the plane onynlealtistic trajectories, and
in the absence of interaction with the corona (gas at thexgalairial temperature~
2 x 10°K), the gas must return to the plane further out than its pafiejection. However,
observations suggest that neutral gas above the planeusllgdiowing inward rather
than outward, presumable as a result of interaction wittctivena (Fraternali & Binney,
2008). The mass of extraplanar gas is so large and the titedscats return to the plane
so short that whichever way this gas flows, it has a consiteenadstential for radially
redistributing metals. Extraplanar gas must be ejectad tiee disc by supernova-heated
gas that is probably highly metal-rich. Some of this gas adllost to the Galaxy as we
have assumed, but some of it will return to the plane withllinig gas. Again there is
potential here for significant radial redistribution of mistthat has been ignored in the
present study.

4. Our treatment of the inner Galaxy is unacceptably crudtha we have replaced the
bar/bulge with a disc. Unfortunately introducing the baenp a Pandora’s box of com-
plexities, and at the present time is probably only feasibtee context of a particle-based



60 CHAPTER 2. CHEMICAL EVOLUTION WITH RADIAL MIXING

model such as those of Samland & Gerhard (2003) and Roskar(208Bb). Our hope is
that our imaginary central disc has a similar impact on tleabdynamical state of the lo-
cal disc to the combined impact of the giant star-forming atR ~ 4 kpc, the gas-deficient
region interior to this ring and the star-formirgdisc atR< 200 pc.

From this list of shortcomings of our models it is clear that are still far from a definitive
account of the Galaxy's chemical evolution. We shall bes§iati if we have convinced the
reader that the interplay between dynamics and chemisty ight at to be indissoluble. This
fact is at one level inconvenient because it undermines #hgevof conclusions drawn from
traditional models of chemical evolution. But at anotherelat represents an opportunity to
learn more. The connection between the kinematics of statstee compositions of stars and
gas, which can be measured in great detail, involves thesesabout which we are too ignorant:
the distribution of dark matter within and around the Galdakg Galaxy’s history of assembly,
and the nature of the Local Group’s IGM. By building dynamiceldels of the Galaxy that have
chemical evolution built in to the basic structure, we skdu able to make decisive progress
with one of the major problems of contemporary astronomy.

We thank M. Haywood, J.-U. Ness and A. Riffeser for fruitfusclissions. R.S. acknowledges
material and financial support from the Studienstiftungdestschen Volkes and Stiftung Max-
imilianeum and the hospitality of Merton College Oxford, wéa¢his work began.

2.9 Appendix: Origin of bimodal [O/Fe] distributions

We provide an analytic model of the development of the birhdddributions of [O/Fe] evident
in Fig. 2.9. We assume that star formation starts-at0 and that the SFR ig e ! for t > 0.
Consistent with equation (2.5), we assume that a coeval grbefars formed at’ generates a
rate of type la supernovae that vanishes fart’ +tg and is subsequently e t-t) Then given
that the rate of core-collapse SNe is proportional to the $iRrate of production of Fe is

—Kt
dMpe {be fort <tg (2.20)

d  |beKlycfy Pd/e Ke Kt fort >t

whereb andc are constants. Integrating this production rate, we olitanron mass at time
t>tpas
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In the approximation that SNla do not contribatelements, and that the delay in the production

of these elements by a stellar populatioreis /k, the mass ofr elements iMy = (1—e K a/K
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Figure 2.21: The distribution af abundances predicted by equation (2.21).

wherea is a constant. Then equation (2.21) predicts that My /Mg equalsa/b for t < tp and
then drops rapidly towards its asymptotic value,

a (o) = E + ie—kto

(2.22)
Fig. 2.21 plots the distribution dat= 13Gyr of stars oveo when the initial and asymptotic
values ofa are set to @4 and 02 and the other parameters &te=1/7 Gyr,k = 1/1.5Gyr and
to = 0.3Gyr, which allows 015 Gyr for white dwarfs to form and.05 Gyr for them to accrete
prior to deflagrating.



Chapter 3

Origin and structure of the Galactic
disc(s}

3.1 Abstract

We examine the chemical and dynamical structure in the seighbourhood of a model Galaxy
that is the endpoint of a simulation of the chemical evolutéthe Milky Way in the presence of
radial mixing of stars and gas. Although the simulation&$brmation rate declines monotoni-
cally from its unique peak and no merger or tidal event evadalace, the model replicates all
known properties of a thick disc, as well as matching spdeatures of the local stellar popula-
tion such as a metal-poor extension of the thin disc that igisrotational velocity. We divide
the disc by chemistry and relate this dissection to obsemnally more convenient kinematic
selection criteria. We conclude that the observed cheymigtthe Galactic disc does not provide
convincing evidence for a violent origin of the thick diss,leas been widely claimed.

3.2 Introduction

Our Galaxy'’s stellar disc was first divided into two compatsdrecause the vertical density pro-
file derived from star counts could be fitted by a superpasitibtwo exponentials but not by a
single exponential (Gilmore & Reid, 1983). Further inveatigns revealed a thick-disc compo-
nent that was characterised by a high velocity dispersimm &t enrichment and a remarkably
old age. Many authors consider the thick disc to be a relictoflaulent era of Galactic history
in which the thick disc formed from accreted satellites and/thin disc was violently heated by
one or more merger events (for a discussion see e.g. Reddy 20@6). A violent origin of the
thick disc is strongly supported by traditional models o¢ictical evolution (see e.g. Chiappini
et al., 1997). These models require a period of rapid standton early in the life of the disc,
followed by a period in which star formation effectively sed in which the interstellar medium

1 Content and text of this chapter have almost identicallynhmeblished as Sémrich & Binney (2009b).
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could be enriched with iron by SNIa and the overall metaifitevel could be brought down by
accretion of metal-poor gas.

In an earlier paper (Sémrich & Binney, 2009a, hereafter SB09) we showed that wherabne
lows for radial mixing, which is an unavoidable consequesfapiral structure (Sellwood & Bin-
ney, 2002; Roskar et al., 2008a), a two-component disc aneteisally in the simplest model, in
which the star-formation rate (SFR) is a monotonically deoty function of time from its global
maximum. In this paper we examine in greater depth the ctstfrthe model’s solar neigh-
bourhood, especially its characteristic stellar popatei We identify the solar-neighbourhood
signatures of the thin and thick discs and analyse the oelstip between the chemistry and
kinematics of nearby stars. This exercise enables one terstashd better the relationship be-
tween the underlying nature of the thin and thick discs andpdas of stars that have been
selected by kinematic, chemical or spatial criteria. A dretinderstanding of this relationship
is of considerable practical importance because subatafibcations of telescope time are cur-
rently committed to spectroscopic surveys (SEGUE, RAVE, HHFBYWFMOS, Gaia) that are
designed to unravel the nature and history of the thick d@ed,a clear picture will not emerge
from these surveys without a secure understanding of saheeffects.

The paper is structured as follows. In Section 2 we summadhsephysics that underlies
the model and analyse its prediction for the disposition aé&rsneighbourhood stars in the
([Fe/H],[a /F€) plane. We identify the thin and thick discs within this plaaad show how
the kinematics and ages of stars vary within tfiee/H], [a /F€) plane. The structures we iden-
tify seem to have all the properties expected of the Galakyrsand thick discs. In Section 3 we
explore the extent to which stars can be successfully asgigthe thin and thick discs by kine-
matic selection. We show that this process cannot be claaallyin Section 4 we sum up and
relate the characteristics of the features we have ideshtili¢he formation history of our model.
Since the SFR in the model has been monotonically decre&singits global maximum, and
no merger or tidal event has ever occurred in it, we conclbdg tontrary to widespread belief,
features of the Galaxy, such as the overlap in [Fe/H] of thm &imd thick discs do not in fact
constitute convincing evidence for a violent origin of theck disc.

3.3 The model

3.3.1 Physical inputs

The SB09 model is the endpoint of a simulation of chemicaliah within a disc in which
the star-formation rate, which is controlled by the surfdeasity of the ISM as in the Kennicutt
(1998) law, declines monotonically with time from a uniguel@®l maximum. The gas disc
always has an exponential surface density with scale leB&tkpc so that by the Kennicutt
law the young stellar disc has an exponential surface demsth scale length Bkpc. The
assumptions regarding the (universal) initial mass fumgtstellar lifetimes and yields are also
taken from the literature. The only novel features are afdldiw of gas within the disc and radial
migration of stars. The latter occurs both because over siams change their angular momenta
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Figure 3.1: The distribution of birth radii of stars in the deb GCS sample (green dashed line)

and of all stars in the solar cylinder (solid red line).

(“churning”) and because they move on orbits that becomeeasingly eccentric and inclined
to the Galactic plane (“blurring”). Traditional models o&factic evolution have ignored these
effects although it has always been evident that blurringus The importance of churning
was only realised when Sellwood & Binney (2002) found thaineweak spiral structure in N-
body simulations causes stars to shift their guiding certigea kiloparsec and more in a single
dynamical time. These motions, which arise when a star iBetcbrotation resonance with
a spiral arm, do not heat the disc, so they come to light onlgrwtine angular momenta of
individual stars are followed. In the model the extent ofrcing is governed by a parametg,
that could be determined from N-body models if we knew the paiength of spiral structure.
SB09 determinedk:, by fitting the model to the distribution of solar-neighboook stars in
[Fe/H]. The radial dependence of churning strength wastaixée proportional to the product
of surface density and radidsR, following an argument based on disc instabilities.

The dashed green line in Fig. 3.1 shows the distribution oh badii of stars in the model GCS
sample. Because the GCS stars lie near the plane, the fraéttbese stars that are young is
higher than the fraction of young stars in the entire soléindgr. This bias towards young stars
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Figure 3.2: The metallicity distribution of solar-neighlvbood stars: data points from Holm-
berg et al. (2007); red curve the SB09 model. For the model na¢gal abundance is plotted
horizontally, while for the data the plotted quantity is fifetometric metallicity indicator given
in Holmberg et al. (2007).

leads to the distribution of birth radii of GCS stars beingroaer than the distribution of birth
radii for all stars in the solar cylinder, which is show by thél red curve in Fig. 3.1. The
difference between the two distributions is largest forsstaorn at< 5kpc because those inner
disc stars have larger vertical velocity dispersions aedefore larger scaleheights.

Hot gas was assumed to be too far from the disc to take paruimgty, while the cold gas and
stars were assumed to be equally involved in this processlikely that these assumptions ex-
aggerate the impact of churning on old stellar populatiatngch have high velocity dispersions,
relative to its impact on young stellar populations. Sirfeeré is as yet no basis for quantify-
ing the impact of velocity dispersion on churning rate, thedel of Paper | avoids additional
undetermined parameters by ignoring this possibility.

The flow of gas within the disc enables the surface densityanffermation to be an exponential
function of radius even though the rate at which accretedayas the disc does not necessarily
vary exponentially with radius. The surface density of wflof metal-poor gas and the flow of
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gas within the disc are jointly controlled by two parametdisand fg, which substitute for a
knowledge of the radial profile of cosmic infall. Attemptsdbtain the latter from simulations
(e.g., Colavitti et al, 2008) have not been successful, foiyldeecause much of the gas that joins
the disc spends a significant time after infall in the warnbihtergalactic medium (WHIM).
Hence at the present time we must parametrise the infallnmeseay. SB09 found thatg is
effectively set by the measured oxygen gradient in the ISM, fa was fitted alongsid&., to
the local metallicity distribution of stars. Fig. 3.2 shoti fit that was obtained to data for
~ 10000 non-binary stars in the Geneva—Copenhagen survegghion et al., 2004; Holmberg
et al., 2007, hereafter GCS).

The random velocities of stars formed at a given radius aerasd to increase with agest/3

in line with the predictions of both theory (Jenkins, 1992) atudies of the solar neighbourhood
(Just & Jahreiss, 2007; Aumer & Binney, 2009). We have modifedScldnrich & Binney
(2009a) model very slightly by increasing thégl/z of a 10Gyr-old population of local stars
from 38kms™* (cf Dehnen & Binney, 1998b) to 45km3. This increase brings th@3)1/?
for the entire GCS sample into line with the observed valuecamcordance with observations
(e.g. Lewis & Freeman, 1989) the square of the intrinsic ciglodispersion at a given age is
assumed to scale with radius asié->R-, whereR, = 2.5kpc is the scale-length of the stellar
disc, so<v2R>1/2 ~90kms ' atR=R,. The square of the vertical velocity dispersion component
is assumed to show a slightly steeper rise (implying appnaily constant scaleheight) being
proportional to e®/R+,

3.3.2 Predictions of the model

The merit of the SB09 model is that it tracks the kinematicgafssin addition to their chemistry.
Observations always have a kinematic bias of some kindetelibcause they are restricted to
stars that lie near the Sun and therefore the plane, a regwonifed by stars with small vertical
velocity dispersions, or (as in Juric et al., 2008; Ivezialet2008) because they focus on faint
stars that are far from the plane, or because an explicityédicity criterion is applied in order
to reduce contamination of a thick-disc sample by thin-disgs. A model that includes both
chemistry and kinematics is essential for the interpretadif a kinematically selected study.

The SB09 model makes predictions for the global structureefialaxy’s stellar and gas discs,
but in this paper we focus on the solar neighbourhood, andogslly the stars that happen to
lie within 100 pc of the Sun. This volume is of particular irgst because within it G-dwarfs
are bright enough to have good Hipparcos parallaxes, measadial velocities, and in a few
cases medium-to-high resolution spectra from which dmdasthemical abundance patterns can
be extracted. The GCS provides space velocities, surfacgtigsaand metallicities for this
volume, and detailed abundance analyses have been caatddranuch smaller subsets of
stars (Fuhrmann, 1998; Bensby et al., 2003; Venn et al., 2B8dsby et al., 2005; Gilli et al.,
2006; Reddy et al., 2006). Because the GCS sample is essentadjgitude limited, it is not
representative of the volume typically simulated by mod#lghemical evolution, namely a
cylindrical annulus around the disc. In particular, thiike stars are under-represented within
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Figure 3.3. Logarithmic stellar densities for a simulatedSs stellar sample in the
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lines track the development of the cold ISM in annuli of raafi(from right to left) 25,5.0,7.5
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the GCS relative to a cylindrical annulus. The SB09 model giesan arena in which the impact
of this bias can be assessed.

Fig. 3.3 shows the densities of simulated GCS stars in(fRe/H],[Ca/Fg) (upper) and
([Fe/H], [O/Fd) planes. Trajectories of the cold ISM at galactocentriciraidiO, 7.5,5,2.5kpc
(from left to right) are indicated by black lines. The ISMrssaat early times with low metallicity
and higha enhancement at the top left of each panel. As the gas is edrieith metals, each
trajectory moves to the right. With the onset of SNla, the position of stellar yields shifts
towards iron, sda /Fe decreases and the trajectories move downwards. EventhaliSM
approaches a steady state in which additional enrichméalasmced by the infall of fresh metal-
poor material from the IGM. Since the delay of SNla-enrichirie assumed to be independent
of environment, the time at which trajectories first move daard is independent of radius. By
the fact that the timescale of SNla-enrichment does not watty radius either, the ISM trajec-
tories tend to be nearly aligned. Thus the point of turndosvatihigher metallicities (further to
the right) for populations closer to the Galactic centreemethe ISM is enriched faster by more
intense star formation relative to the present gas mass.

The colours and green contours in Fig. 3.3 show the densiyan$ within each plane. In each
panel two ridges of high density are apparent — one at fugk¢, which we call the metal-poor
thick disc and one at lowa /F¢, which is associated with the thin disc. Crucially, the tHise
ridge runs at a large angle to the black trajectories of ti\é. [Bhus the thin-disc ridge in no
sense traces the chemical history of the thin disc; insteeeflects the spread in radii of birth
of local stars, which gives rise to a spread in [Fe/H] by artaf the metallicity gradient within
the ISM (which is larger in the SB09 model than in traditionaldals of chemical evolution). In
a similar manner the thick-disk ridge follows the evolutioinall rings at low metallicities, but
stretches significantly to higher [Fe/H] than the point atchtthe solar annulus leaves it.

The depression in the stellar density between the ridge®ir8E3 is a consequence of the rapid
downward motion of all trajectories after the onset of SMia] of the ISM approaching a steady
state as it enters the thin-disc ridge line; relatively fésarsare formed at intermediate values of
[a /F€. Variations in the timescales of enrichment will changedbpth of the depression — for
example, a shorter timescale for the decay of SNla progemtdl cause trajectories to move
downwards faster, leading to fewer stars in the intermediagion. Our models use a prescrip-
tion for SNIa that is standard for models of chemical evolutiwith no SNIa until 0L5 Gyr after
star formation, and then an exponential decay in the rate\Nbé Svith time constant 5 Gyr.
Mannucci et al. (2006) suggest thahalf SNla explode promptly (within.Q Gyr of star for-
mation) and the rest explode at a rate that declines expatgntith time constant 3Gyr. The
existence of prompt SNla would not materially affect our kvas long as a significant fraction
of SNIa are in the population with a long time constant, sitieeprompt SNla will lower the
alpha-enhancement level of the thick disc component, buaffect the evolution between the
two density ridges in the abundance planérster et al. (2006) showed that timescales are very
weakly constrained by SNla counts due to uncertaintiesarstar-formation histories.

Since both Ca and O are-elements, the distributions in the upper and lower panefSg 3.3
are qualitatively similar, and O will be the onéy-element explicitly discussed below.
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Figure 3.4: The structure of a simulated sample of GCS statldri[Fe/H],[O/F¢) plane.
Contours spaced by 1dex give the density of stars in this plahiée colour codes the average
rotational velocity of the stars found at the point in quast- the local circular speed is assumed
to be 220kms?t. Black lines give the trajectories of the cold ISM during thedal Galaxy’s
evolution for galactocentric distances of (from left tohig10 7.5,5,2.5kpc.
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As Haywood (2008) has pointed out, the principal tracersadial mixing are the large dis-
persion in the metallicities of stars in the solar neighbood and the strong increase in this
dispersion with age, which is caused by immigration of higétallicity stars from inwards and
low-metallicity stars from outwards. In fact, as SB09 denti@ied, it is impossible to fit the
shape of the local metallicity distribution under plausibssumptions without radial mixing.

As well as generating a large dispersion in the metallgitéold stars, radial migration has a
big impact on the interdependence of kinematics and chgmisthis impact is illustrated by
Fig. 3.4, which is another plot of thgFe/H], [O/F€) plane, but now with colour indicating the
mean rotation velocity of stars at each point — blue ind&ie rotation velocities and red large
ones. We see that at any given valudmfFe, there is a tight correlation between [Fe/H] and
rotation velocity in the sense that high [Fe/H] implies lostation velocity because stars with
high [Fe/H] are migrants from small radii and tend to be defitin angular momentum, while
stars with low [Fe/H] are migrants from large radii. The Iddines that show the trajectories
of the ISM almost constitute contours of constant mean imtatelocity, but there is a barely
perceptible tendency for the rotation velocity to decreasene moves up along a black line.
While the correlation between [Fe/H] and rotation velociges in Fig. 3.4 is qualitative con-
sistent with stars being scattered to more eccentric olfite retaining their angular momenta
(“blurring”), quantitatively changes in angular momentg(ithurning”) play a big role in struc-
turing Fig. 3.4. While churning does occasionally move thigligig-centre radius of a star from
Rg < Ro to Ry > Rp and thus increase the mean rotation speed at large [Fe/flaminant ef-
fect of churning is to move guiding centres frdfy < Ry to Ry < Rp such that arery metal-rich
star is found in the solar neighbourhood at a relatively lotation velocity. To illustrate the
impact of churning quantitatively, if angular momentum &eonserved, the population born
5kpc from the Galactic centre would havg ~ 150kms2, while stars born at 10kpc would
havevy ~ 300km s 1. In the simulated sample, the mean speeds associated wih thdii of
birth are actually 200knTs and 240kms?.

Churning substantially increases the chemical heterogeokthe stars that one finds near the
Sun with a givenVv velocity: if high-a, high-[Fe/H] stars were brought to the Sun only by
blurring, then all stars with a give and therefor angular momentum would have identical
chemistry. By changing the angular momenta of stars, chgremsures that stars of a given
chemical composition are seen near the Sun over the whaje iai' .

In Fig. 3.4 the density of stars is indicated by white congouvhich are spaced by 1dex. The
very top edge of the populated region is shaded blue, indig&bw rotation velocities. Thus
the highesta stars form a structure with a large asymmetric drift. Thist f@flects the large
velocity dispersion of these stars, and the increased apputy for migration enjoyed by this
old population. Note that in this region of the diagram theaorapidly changes to red as one
moves downwards. Hence there is also a population of bigdtars that have large rotation
velocities. These are typically slightly less old starg fisamed outside the solar radius. The
thin-disc ridge line at lona enhancement ranges from the strongly trailing at high rieiteds

to high rotational velocities and sliglat enhancement at low [Fe/H], as found observationally
by Haywood (2008).
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Figure 3.5: Same as Fig. 3.4 with colour coding for age aBd@x spacing for density contours.
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In Fig. 3.5 the contours show stellar density in incremeriit®.6dex and colours encode the
mean age of stars, with blue implying youth. Naturally theest stars are high up, in the region
of high [a /F€. Right at the top, lines of constant age run almost horizgntAk one descends
the diagram, lines of constant age slope more steeply dowmetaght as a result of the more
rapid decline ina /Fe at small radii. The youngest stars both from outer and froneiimings
have yet to reach the solar neighbourhood in significant musiso in Fig. 3.5 several white
contours are crossed as one moves along the thin-disc rdigetiie location of the solar-radius
ISM.

In Fig. 3.6 both colours and contours (10 kmi spacing) show the velocity dispersiop of stars
of a given chemical composition. The structure of the figarehe product of two mechanisms:
(i) The velocity dispersion of stars born at any given radicales with the third power of age,
so older stars have larger velocity dispersions than yausiges born at the same locations.
Consequently, in the figure velocity dispersion tends todase from bottom to top. (ii) Velocity
dispersion increases inwards, so stars that have reaghedldr neighbourhood from small radii
of birth have larger velocity dispersions than stars thaehra@ached us from large radii. When
this fact is combined with the fact that for any given date ialhomore metal-rich stars are born
at smaller radii, a steep rise ay from left to right arises in Fig. 3.6. This plot suggests that
should include the region of high velocity dispersion aldimg upper right part of the populated
region in the thick disc.

Since the single populations have — according to their agdgkces of birth — different verti-
cal dispersions, the older populations and those coming frmer radii will have higher scale
heights and so reduced weights in a local sample. Howe\esetpopulations dominate the com-
position high above the Galactic plane. The upper panel@fZ:i7 depicts the iron abundance
distributions of the stars at different heights above tlael Both tails of the distribution are
strengthened as one moves away from the plane. The growtteiprbportion of metal-rich
stars with|z| is at first unexpected, but is a natural consequence of theehigertical velocity
dispersion of stars in the inner disc. Notwithstanding thewgh of the metal-rich wing of the
metallicity distribution, the mean metallicity falls withcreasingz by more than @ dex, while
the dispersion increases from belovBfiex to 05dex. We expect the model, however, to un-
derestimate the vertical metallicity gradient on accodmtus assumption that a star inherits the
velocity dispersion of the galactocentric radius at whiokas born. A better model would take
account of the actual migration paths of stars — how long stahspent with its guiding centre
at each radius. It would predict smaller scale heights fautations of stars born in the inner
disc. Thus the model might predict too high a fraction of higétallicity stars to high altitudes.

The metallicity distribution at high altitudes depends ba weakly constrained early evolution
of the disc and on details of mixing, so comparisons with ola@®nal data would provide
valuable constraints on these less secure aspects of thel.mubdortunately, such comparisons
are not feasible at present. In particular, we cannot coenpéth the SDSS data of Ivezic et
al. (2008) because their metallicity determination bredbsn above [Fe/H} —0.5dex. The
model however has a constant mean rotational velocity imtbgllicity range probed by the
SDSS survey, in line with the data of Ivezic et al. (2008).
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Figure 3.6: Velocity dispersions (in km¥) as functions of position in th€lFe/H],[O/Fd)
plane. The graph is derived for a solar-neighbourhood safapimeasuring the velocity dis-
persions of the populations with a specific chemical fingetpifwo effects act on the velocity
dispersion: The dependence on age mostly induces a top-gi@drent following the evolution
lines of the ISM. In the perpendicular direction (left-riylvelocity dispersion increases with
decreasing galactocentric radius. The low dispersion @fGhlactic thin disc is visible on the
lower left side, girded by a high dispersion band runningrfitop left to bottom right.



74 CHAPTER 3. ORIGIN AND STRUCTURE OF THE DISC(S)

0.06 ' r r r T

z=0.2kpc ——
z=0.6kpc
z=1kpc - -
0.05 2=2kpe - ]
z=3kpc
z=5kpc
0.04 Z=7KpC - - - T
> . \
£ 0.03 o " ]
)
o
0.02
0.01
O = '] '] '] '] '] ']
-14  -1.2 -1 -08 -06 -04 -0.2
[Fe/H]
— " 7z=0.2Kpc ' ' ' ' T
0.14} z=0.6kpc : 1
- - z=1kpc !
0.12} ---- z=2kpc i ]
z=3kpc !
z=5kpc '
01p ___ z=7kpc ::I I
> !
‘75 0.08 i
S i
©0.06} S

N P
- ~ 2
I L L — - _~~~¢_\__} _____ - -
= = N = - - 2~ = =

02 03 04 05 06 07
[O/Fe]

Figure 3.7: The model’s stellar metallicity distributioasdifferent heights above the plane at
Ro. Here we avoided implying a specific selection function byngghe mass of a specific

population to determine its weight in the distribution. Tdiagrams are unsmoothed and the
scatter comes from the radial.2® kpc) and temporal (30 Myr) resolution of the model. Upper
panel: distributions of iron abundance. Lower panel: thstrons of relative oxygen abundances.
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The lower panel of Fig. 3.7 shows t@/F¢g distributions at different heights. It reveals the
bimodal structure that motivates the division of the dido itwo. The exact shape of the two
peaks as well as the number of stars in between depend on ptssusnabout gas enrichment
and the behaviour of SNIa, but the bimodality of the distiifnu is a fundamental prediction
of the model, as was shown in the appendix of SB09. The inergdsas to high ages ag|
increases is reflected in the growing strength of the fiyt-¢ peak relative to the lojO/F¢
peak associated with the thin disc.

3.3.3 The disc divided

There are principally two strategies by which the disc hasgitally been dissected: by kine-
matics and by chemistry. We caution that different selecpoocedures do yield intrinsically
different samples and that in general these are not equivalge shall see that these selection
differences, which account for the spread by almost an arfleragnitude in estimates of the
relative local densities of the thick and thin discs, arelilgaunderstood in the context of our
model. In each scheme criteria are set that define both thldrttack disc components, while
stars that meet neither criterion are here assigned to éerfirediate population”. We turn first
to chemical selection and then in the light of this assesgjtiadity and effects of kinematical
criteria.

The dots and crosses in the upper panel of Fig. 3.8 show aa&ah of a GCS-like sample of
stars in the model. The ridge of the thin disc is evident, asrislge of metal-poor thick-disc
stars at [Fe/H¥ —0.65 and/O/F¢ ~ 0.6. We consider the thin disc to consist of all stars that lie
within the black lines around this ridge. Less clear is thertxof the thick disc at [Fe/H} — 0.6.
Guidance is provided by plotting in green the locations othstars in the realisation that satisfy
the kinematic selection criteria of Bensby et al. (2003) tobg to the thick disc. A few of these
stars lie in the region reserved for the thin disc; this pimeeoon illustrates the inability of any
kinematic selection criteria to separate cleanly the thith thick discs — seg3.4 below. In light

of the distribution of green crosses in Fig. 3.8, we defingltiek disc to consist of all stars that
lie either above the horizontal line @/F¢ = 0.56 or to the right of the sloping line, which has
the equation

[0/Fé = 0.56— 0.55([Fe/H]+0.8) . (3.1)

The lower panel of Fig. 3.8 shows the chemical compositidissass in three large observational
programs. These studies used different selection criteBansby et al. (2005) kinematically
selected for thick-disc stars, while Gilli et al. (2006)dird stars with planets, so their stars are
all metal-rich.
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Figure 3.8: Upper panel: a scatter plot for a GCS-like measen of solar-neighbourhood stars
in the ([Fe/H],[O/F€)) plane. Red dots mark positions of stars, while green crossels stars
that are selected to the thick disc via the kinematic selaccheme. Lines mark possible criteria
to dissect the data with a chemical classification schembaii[Ee/H],[O/F¢) plane. Lower
panel: the locations in thgFe/H],[a /F€) plane of stars with spectroscopically determined
chemical compositions from Bensby (2005), Gilli (2006) andiéRe(2006).



0.18 —— T T T 0.18 ——
—— thin disc —— thindisc o
0.16} — — thick disc ] 0.16F — — metal poor thick disc
- - intermediate pop - - metal rich thick disc
0.14} 0.14} ---- intermediate pop
0.12} 0.12}
201t 2 o01f
72} [}
©0.08 0.08
h=hihad | k=i |
0.06 0.06
0.04} 0.04}
0.02} B 0.02f I
= .- X 0’__;’”7’:'7-—/” . N
150 -100 -50 Y 50 -150 100 -50 4 0 50
Visrl(kms™) Vi sr/(kms™)
35000 — . . . . 35000 — .
—— thin disc —— thin disc
— — thick disc N — — metal poor thick disc
30000} - - intermediate pop I E 30000} - - metal rich thick disc
S -- intermediate pop
25000 25000 M\
Iy
/
&20000} © 20000} / \\
Qo o 3 I
5 £ !
215000 215000 ;"; \
I |
10000} 10000 ,‘7 1 14
A I
5000} 5000 _ f | L
§ By
0 . L 0 i 3 It |
0 2 4 6 10 12 0 2 6 10 12
age/Gyrs age/Gyrs
0.07 T T A 0.07 T T T ——
thin disc —— thin disc ——
thick disc — — metal poor thick disc — —
0.06 intermediate pop - - 1 0.06} metal rich thick disc - - 1
N . intermediate pop ----
0.05} | ] 0.05} A
20.04} \ 20004} .
‘@ \ ‘@ N
c \ N < \
Bo.03} PR Bo.03} .
I \ N
. YA \ '
0.02f ) \ | 0.02}f - \
' \ s
\ N L\ )
0.01f . S ! 0.01} “\n
\ ~ N .
/ \ ~c K X . NN
0 N L N N AN N N ~ 0 . PN . . " . M
0O 10 20 30 40 50 60 70 80 90 100 0O 10 20 30 40 50 60 70 80 90 100

intrinsic velocity dispersion/(kms™)

intrinsic velocity dispersion/(kms™)

Figure 3.9: The top two panels show the digigure 3.10: As Fig. 3.9 but with the thick
tribution of stars from the three chemically sedisc split into its metal-weak (purple) and -rich
lected populations iV velocity and age. The(red) parts, the latter being defined to comprise
bottom diagram shows the distribution of stafse/H] > —0.8.

by the velocity-dispersion parameter of the co-
hort to which they belong — see the descrip-
tion in text. The populations are the thin disc
(green), the intermediate population (blue) and
the thick disc (red). The curve showing the
age distribution of the thin disc has been scaled
down by a factor of 10 relative to the curves
for the other two components. In the other
panels each curve is separately normalised to
unity. The steps in the age distribution are arti-
facts arising from the model’s radial resolution
(0.25kpc); a step is produced as an individual
ring passes over the selection criterion.
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The top and centre panels of Fig. 3.9 show the distributidnetation velocity (top) and age
(centre) within the thin disc (green), the thick disc (redyl dhe intermediate population (blue)
when the local stellar population is divided in this way. e top panel the thick disc stands
out for the extent to which it¥-distribution extends to low. However, its peak lags circular
rotation by only~ 10kms! because it has a significant extensioVto- 0. On account of its
long tail, the average asymmetric drift of the thick dised®25kms 1, which is slower than
that of the thin disc by~ 18kms™1. The intermediate population is much more symmetrically
distributed inV and, like theV-distribution of the thin disc, peaks nedr= 0 with an average
drift of ~ 10kms™1. Note that these velocities are relative to the local stahdarest (LSR),
rather than the Sun, which is rotating faster than the LSR Bkms (cf. Dehnen & Binney,
1998b). Hence relative to the Sun, the asymmetric drift efttiin disc is~ 10kmsL.

Haywood (2008) showed that the population with modetagsmhancement is a superposition of
stars that either combine lower metallicity (at fi{ed/Fe]) with fast rotation, or higher metallic-
ity with lower rotation. The former sub-group bear a cleatreoulisc signature, while the latter
sub-group one associates with the thick disc by virtue af 8lew rotation. Higher metallicities
at given[a /F€ point to a flatter trajectory in th€la /Fe,[Fe/H]) plane of the relevant ISM,
i.e. to faster metal-enrichment before SNla started toaagl Such fast enrichment is to be
expected in the dense inner disc. Thus the structure fourtdidgyvood (2008) is an inevitable
consequence of chemical evolution in the presence of radiahg.

The middle panel of Fig. 3.9 shows that essentially all tiddc stars are older than 6 Gyr. Most
stars of the intermediate population are also this old, théreas the modal age of the thick disc
exceeds 10Gyr, no stars in the intermediate populationldex than 10 Gyr. The sharp rise in
the number of thick-disc stars at 10 Gyr, just where the number of stars in the intermediate
population plummets, is very striking. The purple curveha tentral panel of Fig. 3.10 clarifies
the cause of this feature by showing the age distributiortarkgshat havéO/F¢ > 0.56 (the
horizontal boundary in Fig. 3.8) and [Fe/K]—0.8. We see that all these metal-poor, higbly
enhanced stars are older than 10 Gyr, so the significancei®grlage is that older stars formed
before SNIa started to enrich the ISM with iron. The purpleveun the top panel of Fig. 3.10
shows that the modal rotation velocity of these higlstars is not far from circular. That is, the
metal-poor thick disc has a smaller asymmetric drift thagbrtion of the thick disc that lies to
the right of the division line in Fig. 3.8 (red curves in Figl@), which we henceforth refer to as
the metal-rich thick disc because all its stars have [Fe/H]0.8. This metal rich portion has an
average asymmetric drift of 35kms, which is 30kms? below the mean rotation velocity of
the thin disc.

The green curve in the central panel of Fig. 3.9 shows thdhgiltdisc stars are younger than
7Gyr and the rate of their formation appears to rise rapidlyards a peak at 1.5Gyr. In
reality the SFR in the disc was monotonically declining tigbout this period, so this apparent
rise is entirely a selection effect. Several factors conte to the detailed shape of the thin-disc
age distribution in Fig. 3.9, including the restriction bétsample to a volume near the Galactic
plane (which disfavours old stars) and the brightening afssas they begin to turn off the main
sequence (which accounts for the peak-dt5 Gyr).
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The bottom panels of Figs. 3.9 and 3.10 show decompositioesal population into isothermal
cohorts. A decomposition is possible because in the moa#l eahort of stars (stars formed at
a given time and place) has a steadily increasing velocgpeatision. The plotted decomposi-
tions show the distribution of the current velocity dispens for the cohorts that make up each
population, weighted by the fractional contribution of t@hort to the population.

In Fig. 3.9 the isothermal decompositions of the thin dise€¢g) and intermediate population
(blue) are similar except that the distribution for the imediate population is shifted to the right
by ~ 20kmst. The isothermal decomposition of the thick disc is bimod&ie purple curve
in the bottom panel of Fig. 3.10 shows that the peak of thisearound 40kms! is associated
with the metal-poor thick disc. So within our model the bufkilee metal-poor thick disc has
smaller velocity dispersions than are found in the metdi-thick disc. This chimes with the
higher characteristic V velocities of the metal-poor thét&c in indicating that it is cooler and
faster rotating than the metal-rich thick disc. The tail ighhdispersions in the decomposition of
the thick disc is contributed by a small number of very oldssthat were formed at small radii,
where the velocity dispersion is currently large.

By fitting the model’s vertical density profile with the sum efd exponentials irz/, SB09
concluded that in the model a fractidgck ~ 0.13 of solar-neighbourhood stars belong to the
thick disc; it followed that of order one third of the entiressclmass is contributed by the thick
disc. These numbers were in good agreement with the conokishat Juric et al. (2008) and
lvezic et al. (2008) drew from SDSS counts of stard kpc from the plane. Using the present
chemical decomposition into thin and thick discs, we figgk ~ 0.14. In principle this number
does not have to agree with the value obtained from the dgmsifile. It does agree well because
at|z| 2 1kpc the disc is dominated by stars that have thick-disc cstey(Fig. 3.7).

Fig. 3.11 shows the vertical density profiles of the thin dggeen), thick disc (red) and the entire
disc (blue). Fits of exponentials to the density profiledd/gcale heights of 268 pc for the thin
disc and and 822 pc for the thick disc. The two componentseoiatter have scale heights 690 pc
for the metal-poor thick disc and 890 pc for the metal-ricmponent. All components show
more or less exponential profiles. The metal-poor thick desthe strongest deviations from an
exponential due to its being a mix of very old stars from atothe disc with radically different
intrinsic velocity dispersions. When a sum of exponentialéitted to the measured vertical
profile of the Galactic disc, good fits can be obtained withiejaiwide range of scale heights on
account of a correlation between the scale heights of thaliteas and their normalisations. The
fits above to our individual discs are within the range of obsgonally acceptable scale heights
(e.q., Juric et al., 2008), consistent with the thick dismnidfied by Juric et al. being close to what
we have identified in the model using totally different aiieie

3.3.4 Inside-out formation?

For simplicity the SB09 model does not accelerate the folnaif the disc at small radii relative
to large radii, as is required by the popular “inside-out’dabof disc formation. If the model
were adjusted to include inside-out formation, the maimgeavould be to the metal-poor thin



80 CHAPTER 3. ORIGIN AND STRUCTURE OF THE DISC(S)

1e+06 ' ' ' ‘entire diSC s
[ thin diSC wess |
i thick diSC s 1
le+05 metal rich thick 1
' metal poor thick s |
. fit —— |
10000
> [
2 1000t
Q [
go)
100}
10}
1 - 1 1 1 1 1 1
0 500 1000 1500 / 2000 2500 3000 3500
z/pc

Figure 3.11: The vertical density profiles of the total dibtué), thin disc (green), thick disc
(red), the metal poor thick disc component (purple) and te&ahrich thick disc (orange). The
thick disc partition at z=0 is 14%, scale heights of the srgimponents are (measured between
z=400pc andz = 3000 pc): hghin = 270 pc, henick = 820 pC,hpoorthick = 690 pC andhyichehick =
890pc.

disc, which would lose parts of its highh-wing. Hence the inside-out scenario could be put in
doubt by demonstrating that thedistribution of the higha stars extends significantly ¥ > 0O,
and that many high stars have ages in excess of 10Gyr. Further inside-out tamaould
give rise to some alpha enhanced, relatively metal-poos gtaunger than- 10 Gyr by the later
onset of star formation in outer rings. Neither the thin disc the metal-rich thick disc would
be strongly affected by the introduction of inside-out fatian.

3.4 Kinematic division of the disc

Because it is much easier to measure the velocity of a statorggtermine its chemical compo-
sition (particularly itsa-enhancement), nearly all analyses select stars kineafigti©ur model



3.4. KINEMATIC DIVISION OF THE DISC 81

provides an arena in which we can examine the extent to whiddmatically selected samples
of each component will be contaminated with stars from otlo@nponents.

Samples of local stars such as those of Venn et al. (2004) amsbBest al. (2005) are kinemat-

ically divided into thin and thick-disc stars with the aidrabdel distribution functions for each

component: as described in Bensby et al. (2003), each stasigned to the component whose
DF is largest at the star’s velocity. Both DFs are of the typeotuced by Schwarzschild (1907),
namely

(3.2)

2 (V —=Vaeum)? 2
f(UyV,W):kfiexp(—U _( asym” W )

2 2 2
20 20y 20

where all components are with respect to the Local StanddRest,k = (2m1)~%/2(ay oy o) L

is the standard normalisation constafiits the relative weight of the population. The dispersions
o; assumed for the thick disc are larger than those assumdukfinin disc, so high-velocity stars
tend to be assigned to the thick disc. Becadggmmis assumed to be- 30km si larger for
the thick disc than the thin, stars with lagging rotationoegties and therefore guiding centres
atR < Ry also tend to be assigned to the thick disc. This effect iSoeted by the fact that the
dispersions must increase inwards, so stars with guidingecewell insideRg are also likely to
be high-velocity stars. Consequently the “thick disc” stargenn et al. (2004) and Bensby et al.
(2005) tend to belong to the inner disc. In the context of oadet this fact explains why Bensby
et al. (2003) found a long tail of “thick disc” stars that hdigher [Fe/H] at a givera /Fe than
the “thin-disc” stars.

We examine the effectiveness of kinematic selection in tagsv First, in each panel of Fig. 3.12,
we plot the distribution in a Toomre diagram of each of the ponents that we have identified
chemically. Subsequently, in Figs 3.14-3.16 we examindigtebutions in the [a /F€, [Fe/H])
plane of model stars that have been kinematically identégelblelonging to the thin or thick disc.
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Figure 3.12: From top to bottom Toomre diFigure 3.13: From top to bottom the ratio of
agrams for the chemically selected thin-disthick by thin disc, thick disc by intermediate
thick-disc and intermediate populations withidisc, and intermediate disc by thin disc stars at
the model's solar-neighbourhood. Colour egach point in the Toomre diagram when metal
codes the density of stars and ranges over 5 poor and metal rich thick disc are combined.
ders of magnitude. Shown in white are curvédlours show the log of the ratio with values in
on which the probability of star belonging téhe range(—2.5,2.5). White contours are the
the thick disc by the criteria of Bensby etame as in Fig. 3.12.

al. (2003) is constant giveWw = 0.53U; on

these curves from inwards out the thick-disc

probability is 01,1.0 and 100 times the thin-

probability. Inside the inner curve stars were

deemed to belong to the thin disc, and outside

the outer curve they were assigned to the thick

disc.
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Fig. 3.12 shows the Toomre diagrams for the thin, thick anermediate components, respec-
tively. In Fig. 3.12 all densities are separately normalige unity, while Fig. 3.13 shows the
density ratios of components in the Toomre diagram. Thenskte overlap of the chemically-
selected populations in the Toomre diagram is strikinggouditural consequence of the approx-
imately Gaussian nature of the distribution functions afreeomponent, which implies that the
density of thick-disc stars peaks at velocities close toli8R, which is where the thin disc is
dominant. Consequently, no kinematic selection of stams fagparticular chemical component
can be very clean. This point is underlined by the white csimé=igs. 3.12 and 3.13, which are
such that Bensby et al. (2003) classified stars {ith= 0.55J as thick-disc if they lay outside
the outermost white curve and thin-disc if they lay inside ittmermost curve. The top panel in
Fig. 3.12 shows that this criterion does exclude most tiea-dtars from a thick-disc sample.
However, the upper two panels of Fig. 3.13 imply substactatamination of the thick disc: in
these panels red indicates a region where most stars arbidotisc stars, yet at lower right
red extends significantly beyond the outermost white cunveoith panels. From Fig. 3.12 it is
evident that a slightly cleaner kinematic separation cteldbtained if a non-Gaussian distribu-
tion function were used in place of (3.2), but the main problegith kinematic selection is the
extensive overlap of the components in velocity space.

From the centre panel of Fig. 3.12 we see that a large fracfidime thick disc is also excluded
from a kinematically selected sample of thick-disc stans| many of the excluded stars will be
assigned to the thin disc because they lie within the regsamved for the thin disc.

Fig. 3.14 shows the probabilities used by Bensby et al. (20633 star to be assigned to the
thin (upper panel) and thick (lower panel) discs. The prdltplof being assigned to the thin
disc is large in a broad swath that runs frg@yFe = 0.6 and [Fe/H}= —1.2 down to the lower
edge of the populated region of the diagram, and then on & fiéé/H] and above. Thus the
kinematically selected thin disc includes highstars in contrast to our chemically selected thin
disc. Kinematic selection does not confine the thin discasstear the ridge-line of the chemical
thin disc because the low velocity dispersions and hightimstarelocities characteristic of large
radii cause most stars formed at large radii to be kinemtieasigned to the thin disc. Stars
in the more metal-rich flank of the chemical thin-disc ridgad to be assigned partly to the
intermediate population, or even (for the highest met#tis/innermost rings of origin) to the
thick disc.

In Fig. 3.14 the probability of a star being assigned to thekthisc is high along the sloping
upper edge of the populated region of {lilee/H], [a /F€]) plane. Consequently, the Bensby et
al. (2003) kinematic criterion for being a member of the khilisc does pick stars that belong
to the thick disc by our chemical definition. However, the slgnof stars actually assigned to
the thick disc by the kinematic criterion, which is shown ig.R3.15, extends below the sloping
dashed line in Fig. 3.8 because the density of stars assignie thick-disc is the product of
the assignment probability plotted in Fig. 3.14 and the i stars in the([Fe/H], [a /F€)

2 For general values o /U the Bensby et al. (2003) kinematic selection criterion, alihis three-dimensional,
cannot be plotted in a Toomre diagram because the latteoislimensional. Hence we choose the approximate
ratio of the dispersion components for our graphs.
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Figure 3.14: Selection probabilities using the kinemagilestion function of equation (3.2) for
the thin (upper panel) and thick disc (lower panel). Blue oarg give lines of same selection
probability for a star at a certain chemical compositionhwévels running from 0.01 to 0.91
with a 0.1 spacing for the thin disc and from 0.01 to 0.61 with@b spacing for the thick disc.
Colours encode the selection probability and the green cosghow lines of the model’s entire
disc population density at a®dex spacing.
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Figure 3.15: Green lines show the density contours in the/lF|O/F€]) plane of the entire
disc population with a @dex spacing. Colours and blue contours show the absolutstyleh

stars selected kinematically according to equation (22he thick disc with (Bdex contour
spacing.

plane, which declines steeply as the edge of the populaggoires approached. In fact the ridge
of kinematically-selected thick-disc stars leaves theeumulge of the populated region at the
a-enhancement turnoff and then runs downwards parallelegdhim-disc ridge at an offset of
~ 0.3dex in [Fe/H], just as reported by Bensby et al. (2003) anch\&ral. (2004). Moreover,
the zone of thick-disc stars merges with the thin-disc pafoh at [Fe/H]~ 0, which was one
of the main findings of Bensby et al. (2003).

The upper panel of Fig. 3.16 shows the age distributions @kthematically-selected compo-
nents, and should be compared with the middle panel of Feg.\When kinematically selected,
the thin disc has a long tail of very old stars. Converselyatpe distributions of the thick disc
and especially the intermediate population extend to mocimger ages when these components
are kinematically selected. It is inevitable that a kinenally selected thin disc will contain old
stars that properly belong to either the thick disc or therimiediate population because stars
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Figure 3.16: Upper panel: model age distributions for thredrkinematically selected compo-
nents in the model. As in Figures 3.9 and 3.10 the curve for disc has been lowered by a
factor of 50 and that for the intermediate population by ddaé relative to the curve for the
thick disc. Lower panel: the distribution of measured age&GS stars given by Haywood
(2008) with stars kinematically assigned to componentsguie Bensby (2003) criteria. Stars
with age younger than.BGyr are not taken into consideration due to high errors. Whemges
published by Holmberg et al. (2007) are used, the lower pdoes$ not change significantly.
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with small velocities relative to the LSR must be assigneth®thin disc, yet any plausible
distribution function for the thick disc will be significdptnon-zero at such velocities. The as-
signment of young stars to the intermediate populationatsfigne red colour in the lower right
corner of the centre panel of Fig. 3.13 that was discussedeabo

The lower panel of Fig. 3.16 shows histograms of the ages of &&S in Haywood (2008)
when stars are assigned to components using the kinemiédicacof Bensby et al. (2003) — the
corresponding histograms of the ages given by Holmberg €2@07) is very similar. Clearly the
histograms are badly distorted by errors in the ages, whialttes stars to unrealistically large
ages, so the horizontal scale of the lower panel is nearlyettfiat of the upper panel. None the
less, the lower panel seems to be as consistent with the pppef as the large errors permit.
The numbers of model stars in the solar neighbourhood tleakiaematically assigned to the
three components analysed in the upper panel of Fig. 3.1i6ins tntermediate : thick= 1 :
0.099 : 00239. The same ratios for the observational sample analipstee lower panel of
Fig. 3.16 are 1 : M85 : 0029 in satisfactory agreement with the model’s predictioum, the
agreement is actually better than this comparison suggelses) one accounts for the difference
between the selection functions used to select the obsetaeslin the lower panel of Fig. 3.16.
If we use the GCS sample without binaries, which our seledtination was designed for, the ra-
tios are changed to 1 :@5 : Q029. When we further remove likely halo stars, the obsermatio
thick disc fraction shrinks te- 0.025. Indeed, the fraction of the local column of thick-disrs
that resides near the Sun is sensitive to the distributidf @klocities. The latter is not tightly
constrained because one of the least satisfactory asdetis model is the absence of dynam-
ical coupling between horizontal and vertical motions, ahhobliges one to make an arbitrary
assumption about the variation with random velocity in thepe of the velocity ellipsoid. It is
worth noting that the model probably has more metal-rictsdtayh above the Sun than it should
have as a consequence of our assumption that high-veldaity &e as susceptible to churning
as low-velocity stars.

3.5 Conclusions

The thick disc is the Proteus of Galactic physics: dependimgvhich questions you ask it
changes its shape. Although it has been identified both bgxiesnded vertical density profile
and its distinct kinematics, it is most usefully characted chemically, not least because chem-
ical composition is a permanent feature of a star, wheresiartie from the plane and peculiar
velocity are ever-changing properties. Moreover, chehtiomposition is intimately connected
to the time and place of the star’s birth.

The determination of the chemical composition of large neralof old main-sequence stars is
feasible only for samples of nearby stars. Unfortunatélg, iearby stars constitute a strongly
biased sample of the whole Galactic disc. It is absoluteersal to interpret the statistics
of the solar neighbourhood in the context of these biasesh&Ve used our model Galaxy to
explore these biases, and in particular the relationshiwd®n the components one obtains by
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assigning stars to them on the basis of their kinematicssar themistry. A very straightforward
conclusion is that kinematic selection inevitably misalites many stars, both adding old stars
to the thin disc and young stars to the thick disc.

We have shown that our model provides a consistent intexfooat of observations of the so-
lar neighbourhood in which components are identified aoregof the([Fe/H], [a /F¢d) plane.
Thin-disc stars lie in a narrow ridge of high density betwfes’H] ~ —0.65 and [Fe/H}~ 0.15
that forms part of the lower edge of the populated part of [Re/H], [a /F€]) plane. The metal-
rich thick disc occupies a broader swath of tlflee/H], [a /F€]) plane that runs parallel to the
downward-sloping ridge of the thin disc ard0.3 in [O/F¢ higher. The metal-rich thick disc
extends in [Fe/H] fromv~ —0.9 to well above 0, where it merges with the thin disc. At its{ow
metallicity high-a end, the metal-rich thick disc touches the metal-poor thiigc, in which
[O/F€ ~ 0.63+ 0.5 and [Fe/H] goes at least down t0—1.4. There is an “intermediate pop-
ulation” of stars that in th¢[Fe/H], [a /F€) plane lie between the thin and thick discs, but the
density of such stars in thgFe/H], [a /F€) plane is relatively low. Thus the two discs are well
defined structures.

Thin-disc stars are all younger than 7 Gyr and are on fairlyutar orbits. Their values of [Fe/H]
and rotation velocity are correlated in the sense that higliemplies lower [Fe/H]. The stars of
the metal-rich thick disc are nearly all older than 8 Gyr. Mare on significantly non-circular or-
bits with guiding centres insid& and a significant number have< —100kmst. Specifically,
the metal-rich thick disc can be considered to be a supdiposif isothermal components with
radial velocity dispersions between 50 and 80kM strongly peaked around 60kmis The
metal-poor thick disc consists exclusively of stars oldemt 10 Gyr. Its stars have on average
more angular momentum and smaller velocity dispersions tie stars of the metal-rich thick
disc. Among the population of strongty-enhanced stars there is (cf. Fig. 3.4) an extremely
strong negative correlation betweerandV.

Meléndez et al. (2008) remarked that the thick disc has simitgperties to the Galactic bulge.
This conclusion is natural in the context of our model, inethihe metal-rich thick disc is made
up of stars that have migrated to the Sun from the inner diserevrapid early star formation en-
riched the ISM to significant metallicities before SNla bet@lower[a /Fd. Itis to be expected
that many of the stars that formed alongside the thick-diss of the solar neighbourhood are
now bulge stars.

Perhaps the most uncertain aspect of the modelling is oungseon that a star’s probability of
being “churned” to a different angular momentum is indeaniaf the star's random velocity.
Since Sellwood & Binney (2002) did not investigate the desicé of churning probability on
random velocity, our assumption could be significantly moerand it is not implausible that stars
with large random velocities have low churning probalasti In this case the thick disc would
be less radially mixed than our model predicts. We will slyartvestigate the dependence of
churning probability on random velocity.

Given our model’s success in synthesising studies of thadgBaldisc into a coherent picture, it
is useful as it stands regardless of the theoretical coraidas that motivated its construction.
However, it was not made by searching an extensive parasgdee for a model that would fit
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the studies described here. Rather it was made by buildingatbat combined standard chem-
ical evolution modelling with a model of dynamical evolutithat reflects the understanding of
how spiral structure works that Sellwood & Binney (2002) gaifirom N-body models and ana-
lytical dynamics. Its two free parameters were determimechfthe model’s fit to the metallicity
gradient in the ISM and to the metallicity distribution okticECS stars given in Nordéim et
al. (2004) and Holmberg et al. (2007). Hence we consider tbeels ability to reproduce the
data sets of Fuhrmann (1998), Bensby et al. (2003, 2005), &ealn(2004) Reddy et al. (2006),
Haywood (2008), Juric et al. (2008) and Ivezic et al. (20@8)imarkable and suggests that it
has a sound physical basis.

The key respect in which the model goes beyond traditionaletsoof chemical evolution is its
inclusion of radial migration by stars and inward flow by géasward flow of gas is important
for the model’s success because it establishes a much steetadlicity gradient than traditional
models produce. The radial migration of stars is absollkely because it structures the thick
disc. Moreover it explains the significant spread in [Fe/Hihw the local thin disc, and the
correlation that Haywood (2008) identified between [Fe/hi 4.

The discovery that the thick disc overlaps the thin disc i&/lH} presented a challenge to con-
ventional models of chemical evolution because it implieed there are thick disc stars that have
both [a /F€ and [Fe/H] higher than in some thin-disc stars. The loweneslof[a /F€ in the
thin-disc stars imply earlier times of birth, so how come/HHes lower? The conventional re-
sponse to this challenge it to suppose that some violent &aeto a suspension of star formation
in the disc, and that during this hiatus a massive injectionetal-poor gas lowered [Fe/H] in the
ISM (Chiappini et al., 1997, 2001). An objection to this saemes that many other galaxies have
thick discs with similar properties to ours (Yoachim & Dattan, 2006), so thick-disc forma-
tion should not require special circumstances. We do nasgies argument but would strongly
make the point that a model of chemical evolution that inekidnlyessential physics and has a
single, early, maximum in the star-formation rate and a nmmioally rising value of [Fe/H] at
each radius automatically produces a thick disc with justioperties observed locally. In fact
an a-enhanced thick disc forms because the speed at which [Fisk$] declines as one moves
outwards, so the value attained by [Fe/H] when SNla staroueet [a /F¢ increases inwards.
Spiral structure and the Galactic bar scatieenhanced stars formed at small radii onto more
eccentric and more inclined orbits and even scatters soitihewf onto orbits of sufficiently high
angular momentum that they are found in the solar neighlmmathReaders who want to believe
in a violent origin of the thick disc may continue to do so. Bugy should be aware that the
simplest model of the chemo-dynamical evolution of the dmst includes all relevant physics
reproduces the data. Hence there is absolutelvitence that the thick disc has a violent origin.
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Chapter 4

Local Kinematics and the Local Standard
of Rest

4.1 Abstract

We re-examine the stellar kinematics of the Solar neighthmadl in terms of the velocity,,

of the Sun with respect to the local standard of rest. We shww the classical determi-
nation of its componeny,, in the direction of Galactic rotation via ®tmberg’s relation is
undermined by the metallicity gradient in the disc, whicltroduces a correlation between
the colour of a group of stars and the radial gradients of ricgp@rties. Comparing the lo-
cal stellar kinematics to a chemodynamical model which antofor these effects, we obtain
(U,V,W), = (1117583 12241547 7.25031 kms~1, with additional systematic uncertainties
~ (1,2,0.5)kms1. In particular,V., is 7kms™? larger than previously estimated. The new
values of(U,V,W), are extremely insensitive to the metallicity gradient witthe disc.

4.2 Introduction

The Sun’s velocity., with respect to the Local Standard of Rest (L3R)required to transform
any observed heliocentric velocity to a local galactic feansince this transformation is often
necessary for scientific interpretation of observed vékegiin terms of Galactic structure, the
determination of/, is a fundamental task of Galactic astronomy. The radial a&ntical compo-
nentsU., andW,, of v, are straightforwardly obtained from the mean heliocenteilocities of
several different groups of Solar-neighbourhood stdgsandW;, are simply the negative radial

1 Content and text of this chapter have been published alrdestically in Scknrich, Binney & Dehnen (2010).
A more popular description and explanation can be found hb&ach (2010).

2 The LSR is the rest frame at the location of the Sun of a starwieald be on a circular orbit in the gravita-
tional potential one would obtain by azimuthally averagimgay non-axisymmetric features in the actual Galactic
potential.
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and vertical components of these me&ans
The componenY;, of v, in the direction of Galactic rotation is much harder to detiee, be-
cause the mean lag with respect to the LSR, the asymmetricudritlepends on the velocity
dispersiono of the respective stellar population. The classical sofuto this problem exploits
the empirical linear relation between the negative meart¢@htric azimuthal velocity of any
stellar sampl@s = ua+ V. and itsa? (Stomberg, 1946). Hence, a straight-line fit yieldsas
the value ofus for a hypothetical population of stars on circular orbits,\Whicho = 0.

The theoretical underpinning of this method is the asymimelrift relation (see Binney &
Tremaine, 2008, eq. 4.228)

w2 (o5 dIn(vu3) R 9(URDy)

ST T 20, 02 onR 2 0z |

(4.1)

whereR is Galactocentric cylindrical radiug,the height above the plane; the circular speed,
andv the number density of stars, while a bar indicateswseighted local mean. The equation
applies separately to each relaxed stellar populationefample to M stars or G stars. The
idea behind the classical determinationVbfis that the square bracket in equation (4.1) takes
essentially identical values for each stellar populatwith the consequence that a plot ©f
against? should be linear.

Dehnen & Binney (1998, hereafter DB98) applied this method sammple of~ 15000 main-
sequence stars from the Hipparcos catalogue and their vAMe = (5.25+0.62)kms ! has
been widely used. Recent re-determinations using an imgnaauction of the Hipparcos data
(van Leeuwen, 2007) confirm the DB98 value though with redweredr bars (van Leeuwen,
2007; Aumer & Binney, 2009).

However, two recent studies call the DB98 value Ybrinto question. Binney (2010, here-
after B10) fitted distribution-function models (a) to velyaiistributions inferred by lvezic et al.
(2008) from proper motions and photometric distances o§stathe Sloan Digital Sky Survey,
and (b) to the space velocities of F and G in the Geneva-Copgentfaurvey (GCS, Nord€im et
al., 2004). The GCS stars are a subset of the Hipparcos stalggad by DB98) for which radial
velocities have been obtained. B10 was able to obtain setisiafits to these data only
was larger than the DB98 value by6kms™1, about ten times the formal error &. Another
body of evidence against the DB98 value Yor originates from radio-frequency astrometry of
masers in regions of massive-star formation (Rygl et al.02&kid et al., 2009a). If the DB98
value forV, is correct, these sources systematically lag circulatiootéy ~ 17 kms ! (Reid et
al., 2009a). Such a high systematic lag is unexpected fonyastars and McMillan & Binney

3 According to the above definition, the LSR’s radial and wattimotion w.r.t. the Galactic centre vanish. Therefore,
the determination dfl, andW,, from such means implicitly assumes that the Solar neightmmd as a whole does
not move radially or vertically w.r.t. the Galaxy. That sutlotions are at most small is suggested by the proper
motion of SgrA (Reid & Brunthaler, 2004) and the mean radial velocity of #t@s orbiting it (e.g. Reid et
al., 2007). Moreover, such motions should also obey an astriordrift like relation (see below), i.e. the mean
velocities depend systematically on velocity dispersiaich is not observed.
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(2010) argued that a more plausible interpretation of tha daobtained i/ exceeds the DB98
value by~ 6kms 1.

This paper does two things: (i) it explains why the approadiné determination of., by DB98
and subsequent studies is misleading, and (ii) it detempdrom similar data but a different
methodology. Both these tasks are accomplished with thedieparticular chemo-dynamical
model of the Galaxy, that of Séhrich & Binney (2009a, hereafter SB09a), but the points that
we make are general ones and the role played by the SB09 maekdastially illustrative. In
Section 4.3 we show that a metallicity gradient in the disegirise to distributions of mean az-
imuthal velocity and velocity dispersion within the colemagnitude plane that are much more
complex than one naively expects, and we show that thegédisdns invalidate the methodol-
ogy of DB98. In Section 4.4 we re-estimate by fitting the entire velocity distribution of the
GCS stars to the distribution predicted by the SB09 model witheference to the Simberg
relation.

4.3 Kinematics in colour and magnitude

DB98 divided their sample of Hipparcos main-sequence stdacspopulations with different
velocity dispersions by binning iB—V colour because colour is correlated with age and therefore
with velocity dispersion. To examine the relation betweetogr, mean rotation velocity and
velocity dispersion for stars near the Sun, we employ the &Bf8del of the Galactic Disc.
This model describes the chemodynamical evolution of tie d@nhd thick Galactic discs and
is a refinement of models pioneered by van den Bergh (1962) ehchifit (1963). The disc
is divided into 80 annuli, within each of which the chemicahgosition of the ISM evolves in
response to the ejection of material by dying stars, whdessorm continuously with the current
composition of the ISM. The new features of the model are t@hastic stellar accelerations
accounting for heating processes; (b) radial stellar ntigmaaccounting for both non-circular
orbits and guiding-centre shifts caused by stochasticug@sscattering off spiral arms (Sellwood
& Binney, 2002); and (c) transfer of gas between annuli, bathesult of resonant scattering
by spiral arms and as a result of a secular tendency of gadrtad spvards through the disc.
Surprisingly, the model contains both thin and thick didest fare consistent with the available
observational constraints (Sifrich & Binney, 2009b).

Fig. 4.1 shows the model kinematics in the colour-magnitdidgram. Each point in colour-
magnitude space defines a separate sub-population whasenasyc drift us = uc — Uy and
radial velocity dispersion are plotted via colour codinggts that dynamically cold and warm
populations are shown with blue and red shades, respactiMet region in the colour-magnitude
diagram shown in this figure corresponds to the cuts used by8@@8efine their sample.

Our naive expectation is that as we proceed down the mairesegurom its blue end towards
the main-sequence turnoff BtV ~ 0.6, we encounter successively older stars with lower mean
rotation velocities and higher velocity dispersions, sdaih panels of Fig. 4.1 the shading
should become redder as we move from left to right along thim m@quence. The pattern
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Figure 4.1: The variation with colour and magnitude of thgnametric driftu, (top) and radial
velocity dispersion (bottom) in the SB09a model of the Soaghbourhood. Shown is the range
of colours and magnitudes used by DB98 to generate their s&jnence sample. Note that the

number density of stars is highly non-uniform across théreghown.
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Figure 4.2: The asymmetric drift (top) and radial velocitgpkrsion (bottom) for stellar samples
of given B—V colour drawn from the model thus simulating the effects & Hipparcos and
DB98 selection criteria.

actually found in Fig. 4.1 is more complex. Most notablyréhis a pronounced velocity gradient
across the lower main sequence. In the rangé & B—V < 1 the lower edge of the main
sequence is dynamically warm (orange in Fig. 4.1) on accotistibdwarfs, which are metal-
poor and therefore old with large velocity dispersions awdinean rotation rates. The number
of these subdwarfs is small, however, so they will not havegaificant impact on a sample
binned by colour alone. More significant is the orange sttadimthe upper edge of the lower
main sequence, which reflects the metallicity gradient withe disc: as metallicity increases,
the main sequence shifts to the right, so in the upper paeebthinge upper edge of the main
sequence implies that the more metal-rich stars of the $@@hbourhood are rotating more
slowly because they formed &< Ry. To the left ofB—V ~ 0.5 this trend is weakened by
contributions from old, sometimes metal-poor populatiot®se isochrones move up through
this region. Still the more metal-rich main-sequence statis smaller guiding centre radii give
rise to slightly higher dispersions and asymmetric driftthie red side of the main sequence.
The upper panel of Fig. 4.1 shows that in the crucial colongea04 < B—V < 0.6, the asym-
metric drift is a complex function of colour and absolute midgde because in this region stars
of widely differing ages and metallicities are found as auliesf old, metal-poor isochrones
intersecting younger, metal-rich isochrones.

The horizontal branch is clearly visible on both panels gf Bil as an almost horizontal feature
just belowMy, = 0. Itis less pronounced in the upper panel because the btbeféime horizontal
branch contains metal-poor stars, which tend to have laxgig-centre radii and therefore low
Ua even at largey3.

Fig. 4.2 shows the asymmetric driff and velocity dispersiou& obtained when stars are binned
by colour alone. The lower panel can be compared with cooredipg observational plots in
DB98 and Aumer & Binney (2009). The model reproduces the siraaf the data very well
— in particular, the steepening in the slope aroldV = 0.4 and the flatness redwards of
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Figure 4.3: Green squares: the asymmetric drift for symthsellar sub-samples defined by
B—V colour plotted against their radial velocity dispersiomaed for the SB09a model. The
red dots: the same relation obtained from a model with onky dmemical composition (solar).
Blue data points: the values of Aumer & Binney (2009) shiftedlbkm s and with the radial
velocity dispersion increased by 7%. Purple line: a lingdofthe Hipparcos points in the range
of u2 used by DB98.

0 200

B—V = 0.6. The peak in velocity dispersion seen in the lower paneligf #2 is much less
evident in Fig. 2 of Aumer & Binney (2009) but can be traced igitlor and o, data. Note that
the rise withB—V in UF§ for B—V < 0.4 is not accompanied by any changey This unexpected
phenomenon arises because at these colours the contnibfibdd metal-poor stars is increasing
with B—V, and because we see many of these stars near pericentrbatreegmall asymmetric
drifts despite their large random velocities.

Since at its bright end the Hipparcos sample is close to baihgne limited, the relative number
of horizontal-branch stars is small and the complex strectbove the main sequence in Fig. 4.1
has no significant effect in Fig. 4.2.

In Fig. 4.3, the squares show the resulting plot of the asymaeordrift v, against velocity disper-
sion squared for the synthetic samples of Fig. 4.2; they ddienon a straight line. The red dots
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show the plot one obtains if all stars are assigned solarlicéta These dotdo lie on a good
approximation to a straight life The effect of re-assigning stars with large guiding-cereui
from solar metallicity to their true, low metallicities i® move them from redder to bluer bins.
Since these stars have small or even negative valuegai account of the metallicity gradient
in the disc, the transfer reduceg for the young, bluer bins and increases it in the old, redder
bins. Consequently, the transfer morphs the near-straightolf the red points into the curve
defined by the green squares.

DB98 estimated/;, by fitting a straight line to the observational analogue @f. Bi.3, which is

a plot of the solar velocity relative to a colour-selectedugr of stars versus the squared veloc-
ity dispersion of that group. The blue data points in Fig. gh8w such data for the Hipparcos
sample in the re-analysis of Aumer & Binney (2009) after satitng 11kms? from each value

of solar velocity. We see that fa2 2 600(kms 1] the Hipparcos data define the same straight
line as the green crosses from the model. This straightfitezdepts the, axis at~ —7km st
rather than 0, causing, to be underestimated by this amount. Bgr< 400(kms-1]? the Hip-
parcos data points in Fig. 4.3 deviate from this straighg,llsut DB98 ignored samples with very
low velocity dispersion on the grounds that such samplesmoaype in dynamical equilibrium.
Indeed, both dissolving star clusters and the non-axisytmergravitational potentials of spiral
arms are liable to distort the kinematics of stellar samplgis low random velocities such that
equation (4.1) does not hold.

The failure of the synthetic samples to follow a straighelin Fig. 4.3 implies that the square
bracket in the asymmetric drift relation (4.1) does dependalour: it varies by a factor 4

in the colour range @ < B—V < 0.6 as demonstrated in Fig. 4.4. A significant contribution to
the value of the bracket comes from the first derivative temmich is smallest for metal-poor
populations because their densitiedecline more slowly outwards on account of the metallicity
gradient in the disc. Physically, including metal-poomtHisc stars decreaseg because such
stars typically visit the Solar neighbourhood at pericenivhere they have, > vc.

4.4 determining the Solar motion from the Velocity distribu-
tion

In view of the argument just presented, that the classiaaiqature cannot yield a reliable value
of v, we now estimatg;, by fitting the observed distributions of heliocentric vetss to the ve-
locity distribution of the SB09a model. That is, we seek tHeaif-v., from the circular velocity
at which the model velocity distributions provide the besitch to the distribution of observed
heliocentric velocities. B10 used an analogous proceduaiggioe thaV., ~ 11kms1; however,
the model distributions he used were obtained from anatiiitribution functions rather from
a model of the Galaxy’s chemical evolution. By using velodytgtributions that reflect much

4 The slight deviation from a straight line of the model withaeetallicities is an effect of the approximations in
SB09a and leads to a small underestimation of the real rioéttalbias by the model.
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Figure 4.4: Asymmetric drift velocity divided by squaredloaty dispersion for synthetic
colour-selected samples using the SB09a model. This radoldibe proportional to the square
bracket in equation (4.1).

prior information about the chemodynamical history of thalaXy in place of simple analytic
functions, we hope to achieve a closer fit to the observedcitgldistributions and therefore
determine the requisite offsetv., with greater precision.

In Fig. 4.5 the points with (Poisson) error bars are for a anipe of GCS stars for which
Holmberg et al. (2007, 2009) give reliable metallicitidsrty likely halo stars have been removed
by requiring[Fe/H] > —1.2. This criterion is slightly stricter than that used in SBG8bthe
determination of the in-plane dispersion parametgy ¢f a 10Gyr old local population), such
that we now use a marginally smaller value, 43krhswhile lowering the vertical dispersion
parameter to 23knms. The curves in Fig. 4.5 show the model distributions wheseaifby
Ve = (11207952 12.247947 7257031 kms™1 — we used cubic splines to interpolate between
individual data points provided by the model in iecomponent and determined the offset by
maximising the likelihood of the data given the model. Wedusely five parameters for all three
distributions: the two dispersion parameters and the ttwagonents of Solar motion, yet the fit
is of good quality. The small fluctuations of the data arouremodelV and to a lesser extebt
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Figure 4.5: Curves: The model distributions predicted by $B99a model in théJ, V and
W components of velocity (from top left to bottom). Data peimtith Poisson error bars: the
observed distributions of the GCS stars shifted by our estirabv., to optimise the fit of the
data.

distributions are readily accounted for by the well knowellat moving groups (Dehnen, 1998),
likely caused by the dynamical influence of the Galactic Ioakrgpiral structure (Dehnen, 1999b;
De Simone et al., 2004; Antoja et al., 2009; Minchev et alQ®0

A significant advantage of determining from the entire sample, as in this section, rather than
from subsamples as done in the past, is the robustness afshkt to changes in the modelled
metallicity gradient. In fact, eliminating the model’s rakicity gradient changesg; by less than
0.1kms™,

One should note that the quoted errors on the componemts afe purely formal. Sources of
additional systematic error include the possible presehbalo stars in the sample, the dynami-
cal approximations used in constructing the model, andffieets of stellar streams, which have
a big impact on the observed distribution of stars near threular velocity but are completely
excluded from the model. Fortunately the likelihood of tleadused here is not particularly
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sensitive to the fit of the data to the model around the peakiyenin view of these uncer-
tainties we roughly estimate systematic errors-of1,2,0.5)kms™, assuming that) andW
are mostly affected by distortions by streams ®¥nshowing even more structure and having an
additional uncertainty from the modelling. This is in p&tfagreement with previous estimates
as regard$\,, and slightly higher irJ., compared to the DB98 value, which can be traced back
of the larger influence of the Hercules stream-at-30kms™! (lowering the estimate) on their
statistics. However, it differs significantly from the valéor V., ~ 5.2+ 0.5kms ! obtained by
the classical technique (DB98, Aumer & Binney, 2009). Our gdhr\/, is in good agreement
with i, ~ 11kms! proposed by B09. Given the residual uncertainties fit is question-
able whether the standard practice of “correcting” obsg(heliocentric) velocities for the Solar
motion is useful, at least the adopted value should be ettplprovided.

4.5 Conclusions

The metallicity gradient in the Galactic disc causes a syati shift in the kinematics especially
near the turnoff region. By the relationship between thewodmd metallicity of a star, the more
metal-rich populations, with on average lower angular mair® and thus higher asymmet-
ric drifts, are displaced relative to their metal-poor cramparts, which have lower asymmetric
drifts. When stars are binned by colour, the metallicity ggatlin the Galactic disc prevents the
relationship between mean rotation speed and squaredtyed@persion taking the linear form
predicted by a naive application of the &@trberg relation. This breakdown in the conventionally
assumed linearity invalidates the traditional technigquedetermining the Sun’s velocity with
respect to the LSR, which involves a linear extrapolationeim/elocity dispersion of the em-
pirical relation between the mean velocity and squaredcitgldispersion. Moreover the SB09a
model predicts that a treacherous linear relationship tastienating the solar azimuthal motion
by ~ 7kms~1 will be mimicked redwards of the onset of the turnoff regiooinciding well with
the behaviour observed in the Hipparcos data.

The Sun’s velocity with respect to the LSR may be alterntidetermined from the velocity
offset that optimises a model fit to the observed velocityritistion. Using the velocity distri-
bution predicted by the SB09a model of the chemodynamicdlgea of the Galaxy, we find
Vo = (1117052 12247047 7257537 kms~ and roughly estimate the systematic uncertainties
as~ (1,2,0.5)kms™1. The radial and vertical components of this valueigfagree with earlier
estimates, but th&¥ component is larger than the widely used value of DB98bykms™.
This is in nice concordance with the model expectations Herdystematic error arising from
naively using the Stimberg relation and in good agreement with the value olbdanyeB09 us-
ing a similar method but with a less sophisticated distrdsutunction. Curiously it agrees well
with the resulV., ~ 10— 13kms ! obtained by Delhaye (1965) using the classical method with
pre-Hipparcos data.

In this paper we have relied heavily on the SB09a model, sotlestopn arises of how vulner-
able our argument is to the model’s shortcomings. Our crtigf the classical approach to the
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determination of/. is secure so long as the disc has significant age and/or roiyajradients.

It is beyond question that such gradients exist, so theickgschnique is certainly unreliable.
Our proposed value of; is essentially independent of the assumed metallicity igradbut
does have some sensitivity to the dynamical approximatisesl in making the SB09a model —
plausible variations of how one handles the secular ac@erof stars lead to changes in the
estimated value of., by 0.5 to 1kms 1. Modest reassurance that the error of our valug.ab
less than 2kmst is furnished by the fact that B10 favoured the same value wsigigtribution
function that takes no account of the age and metallicitdigras in the disc. Consequently, our
result is probably not sensitive to the assumptions abamtfetmation and chemical evolution
made by SB09a. However, as we develop more elaborate modeks Gfalaxy which fit a wider
range of data, in particular more distant stars, we antieipather small revisions in the value
of V.
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Chapter 5

Observations and Applications

5.1 Abstract

This chapter collects some of the observational tests agid discussions on implications for
the model as well as a short description of Bayesian modelgsfihing spectroscopic parameters
that resulted from our work on Bayesian age determinatioh tiend of azimuthal velocities
against metallicities in the thin disc is discussed, shgwimt a shallow slope is a sign for
stronger radial mixing, while a steep slope would be a camsece of missing migration. We
demonstrate that mixing appears to be stronger than oliigidarived from the Scénrich &
Binney (2009a) model. This can be traced back to the rathérriaidjal metallicity gradient used
for calibration. We show that eccentricity distributiorsld be disfavoured as an indicator for
the history of the disc. Further we show observational extdefor migration in the metallicity
plane of the new GCS as well as the confirmation for the predlict@gematic structures in the
colour magnitude diagram of the Hipparcos data. We condhyda short determination of the
Solar birthplace.

5.2 About the trend in azimuthal velocities

Triggered by the findings in Chapter 3 some research has bedertaken to discover some
of the features that had been predicted in the abundance.pl@me of the most interesting
features is a trend in mean azimuthal velocity of stars wittreasing metallicity for objects

belonging chemically to the thin disc. While the $adhich & Binney (2009a) model cannot
make a firm prediction about such trends for the HigliF€ stars that formed at early epochs,
where it is not constrained yet what the radial abundancéigmaand the radial behaviour of
star formation really looked like, it makes very firm predcis about the trend with metallicity

for the younger, lowa /F¢ stars: Those objects should show a significant downtrendeafirm

azimuthal velocity with metallicity, deriving from the redl abundance gradient of the young
stars. With radial migration those objects then becomeflgltuaround in angular momentum,
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but the populations should still contain some residualrmition on where they were born: as
stars from the inner Galaxy get scattered to larger angutanemta from where they can visit

the solar neighbourhood, the metal-rich population is gregitially concentrated towards the
inner Galactocentric radii, while the metal-poor outecgispulations are preferentially at large
angular momentum. The explanation in 8ohch & Binney (2009b) focused on the fact that
radial migration is largely responsible for us being abldiid those migrated objects in large
numbers at all, but unfortunately evoked the widespreadaniseption that radial migration is

responsible for this gradient. This is not true, becauseuthtradial migration weakens the

observed trend as can be made clear by considering two exitases: Assume a young disc
radial abundance gradient ef0.06 dex kpc (see Luck & Lambert, 2011). In the first extreme
case we assume that stars only get blurred, i.e. they do @oigehtheir angular momentum.

Holding gradient and metallicity constant, we can writes ts:

d[Fe/H]
dR

whereRy and [Fe/H}, denote the Solar Galactocentric radius and the local n@tallAssuming

a disc with constant rotation velocity ¥ = 233kms ! we can then replace the galactocentric
radiusR using angular momentum conservation and resolve the |nedaironship for the local
azimuthal velocity:

[Fe/H](R) = [Fe/H]p+

(R—Ro) (5.1)

(5.2)

Vl[FelH]) = Vi (1+ [Fe/H]—[Fe/H], _dR )

Ro d[Fe/H]

and we obtain for the slope i, (on the quite meagre baseline in metallicity that would be
observable.

dVy VcdR 1

dFe/] ~ Rod[Fe/H] 474kms*/dex (5.3)
and for the values used in Satirich & Binney (2009a) the result would be abo,/d[Fe/H] ~
—300kms/dex, largely due to the steeper metallicity gradient asslitnere. Measurement
errors in metallicity would blur out the baseline and redtieemeasured gradient, but this will
not remove the stark contrast to what is observed in the dataell as contributions from age-
dependent evolution of the Galactic disc can hardly remdiveifference on the super-solar
metallicities. Radial migration with its redistribution angular momentum, however, does a
huge change to this relation: If we assume the other extrexse of complete radial mixing,
the gradient will vanish, as the distribution of populasatoes not depend any more on where
the stars have been born. So we see that in general radiatioigreduces the gradient and is
both detectable by the expansion of the baseline in matglaad by the reduced gradient. The
presence of a weak velocity-metallicity correlation inalabnfirms that there is considerable
radial migration, but the mixing is not complete.
Let us examine those trends a bit on a real data set. From tdelrob Scltonrich & Binney
(2009a) we expect that the thick disc velocities are likelgléstroy or remove any trend in the
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Figure 5.1: The metallicity plane ifMg/F¢ versus [Fe/H] of the Borkova et al. sample. The
depopulated region in the data advises a cut somewheredeiMg/Fe = 0.14 andMg/Fe =
0.18 where we set the cut.

mean azimuthal velocities with mean metallicities. In thedel they cancel out at intermediate
metallicities, because the downtrend for the younger|miFe stars is compensated for by the
increasing number of high asymmetric drift, high/F¢ stars of the chemical thick disc towards
lower metallicities. In the lower metallicity regime ([F€/ < —1.0) we even encounter a mildly
positive slope in the model, because of some peculiaritiesarly disc formation that will be
discussed in an upcoming paper. In this light it is essettiglet a clean cut in the metallicity
plane, removing the higfa /F€ population. The following exercise was first presented at th
IAU assembly, but concerning the need for re-interpreteatiseems appropriate to show it again.

Fig. 5.1 shows the metallicity plane as defined[blg/Fe as alpha element against [Fe/H] in
the Borkova & Marsakov (2005) sample. This sample is a homisgdrncompilation of high

resolution spectroscopic data from different major steidielocal stars, like the Bensby et al.
sample (Bensby et al., 2005), the Fuhrmann sample (Fuhrr2@04) or the Reddy et al. sample
(Reddy et al., 2003, 2006). One should keep in mind a majoratagginst over-interpretation
of any data we use here: Almost all local high resolution detee strong kinematic selection
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biases for increasing or decreasing the number of selebtefhick disc stars. It should also
be kept in mind that because of the strong correlations letveingle velocity components
and also (as laid out in Chapter 3) between metallicities andnkatics, any such sample is
uncontrollably biased both in metallicities and in velgapace. Yet it seems interesting to at
least look at the trends. As advocated by the depopulatedrred intermediatéMg/Fe we
cut the sample to keep only objects wjtig/F¢ < 0.18, to get a chemical thin disc selection.
In light of the observational errors there might be somedresi contamination, which seems to
be confirmed when we measure the gradient of metallicityrsg@ngular momentum: Since
the local azimuthal velocities can be translated direattp ithe angular momentum of those
stars and let us this way estimate the stellar guiding cematle, a local sample can be used
as a good indicator of the radial abundance gradient. Focouwe estimatel[Fe/H]/dR =
—0.04dex kpc a value that rises up te0.1 dex/ kpc depending on how much of the low angular
momentum regime we remove from the sample and how far doviMd)Fe we move the cut
(the radial gradient increases mildly for stricter sel@asiwhich indicates that we are tossing out
some residual old stars). Interestingly this gradient i& &igher than in the Luck & Lambert
(2011) data, but this should not be taken too seriously inighe of the diverse biases in our
sample.

The trend of mean heliocentri¢ velocity against metallicity in the loWMg/Fel subsample is
examined in Fig. 5.2. A linear fit (green line) yields a higbignificant slope oflV,,/d[Fe/H] =
(—315+4.2)kms!/dex and is plotted onto the data. The observed trend is adjiehithan
what was found by Lee et al. (2011) - this can most likely begdadown to the larg€io /Fel
errors of the SEGUE (Yanny et al., 2009) sample with its logotetion spectra that likely results
in larger contamination of the lojwr /F¢ part with high[a /F€ stars. Surprisingly our finding
is not consistent with the result of Navarro et al. (2011) sseatially the same data. The same
result as with the linear fit is seen from the binned meansrevine divided the sample into
0.1dex wide subsets. At the same time we plot the dispersiansach bin (purple line). We
can compare this with the qualitative predictions of théetént chemical evolution models: In
classical chemical evolution models (e.g. Chiappini et2001) the thin disc density ridge is
created by the local population running along this ridgerfrow to high metallicities. This
implies a significant age trend in metallicity and hence i@ age-metallicity relation the most
metal poor stars should show the highest velocity dispessigth a clear downtrend towards the
metal rich objects. This is not observed, while the data ansistent with the behaviour in the
radial migration models that would favour a rather flat beétawof dispersions with metallicity.
Similarly the mean V velocity trend is hard to explain in tHassical framework, but straight
forward in the framework of radial migration models. Yetrdés a little problem: The trend of
V velocities with metallicity is considerably higher in theodel (predicting up to 50kn1é / dex)
than it is in the data.

When we look at the above implications of the velocity grati@nmetallicities, it becomes clear
what went wrong in Sainrich & Binney (2009a). When we set the radial abundance gnadi
in the model, we had to rely on older abundance gradient Hatanbw seem to have indicated a
too steep abundance gradient. At least it is significandgser than the value derived by Luck
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Figure 5.2: Kinematics versus metallicities in the Borkoagedet in the subsample of stars with
[Mg/Fd < 0.18 (red data points). The blue line gives the linear fit of tamgle compared
to the binned heliocentric mean velocities shown in greeme purple line shows the velocity
dispersions.

& Lambert (2011). The overestimated gradient places onkeofrtain findings of the first paper
on firm grounds, namely that radial migration is necessaryefplaining the local metallicity
distribution. Yet, it appears that with the too steep gratiiee underestimated the need for stellar
radial migration: The lower the gradient is the farther staged to migrate to yield the same
width of the metallicity distribution. Strengthened mitjom should then result in a shallower
slope of velocities with metallicity. As a side effect theostger migration would result in a
locally stronger and larger scale-height thick disc. Tla@dard model from S@mrich & Binney
(2009a) was already rather on the upper edge on how strorfithedisc may be. Again things
fit together as on the decision between vertical energy artcc&kaction as conserved quantity
Schonrich & Binney (2009a) decided for vertical energy. Solwawle (in prep) and also the
recent paper of Bird et al. (2011) showed that vertical acisorather conserved than vertical
energy. This will deliver some reduction in thick disc sdaégghts that can balance the stronger
thick disc arising from increased radial migration. An irdpeent to modelling has so far been
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Figure 5.3: The eccentricity distribution from Seirich & Binney (2009a) at different altitudes
above the plane at Solar Galactocentric radius. We usedesipgpulation masses, i.e. no
selection function was applied.

that despite its advantages the classic adiabatic appatximand also adiabatic modelling of
stellar populations as put forward in Binney (2010) violat&ak energy conservation. After
we found a simple solution to this problem in $chich & Binney (2011) by introduction of

the adiabatic potential that corrects the horizontal paéefor the lost energy (which results
in pushing the high vertical energy orbits back to the outec dompensating locally for some
of the difference between isothermal approximations aedatiiabatic approximation), we are
currently running a recalibration of the model for gettinghare definitive answer.

5.2.1 About eccentricity distributions

In recent studies starting with Sales et al. (2009) and atgr Lee et al. (2011) the comparison
of eccentricity distributions has become a frequently usetlto assess possible scenarios for
the history of the Galactic disc. Fig. 5.3 shows the ecceityrdistribution from the Scbnrich

& Binney (2009a) model without change of any parameter andlyagpno selection function,
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i.e. using the population masses as weight. The result Iqake similar to Lee et al. (2011),
yet we do not want to book this as a win, as we would like to adt@against the use of eccen-
tricity distributions for several reasons: First of allstaéounter-intuitive to quench all the ample
information we have into a single quantity that only givessaaited picture on important things
like the angular momentum distribution of the disc. As a mioiher point there needs to be per-
formed a real propagation of distance, proper motion areddfsight velocity errors that to date
does not appear to have been fully performed (this would bera ume-consuming exercise,
because in contrast to simple velocity space the errorstoawe calculated on the orbital model
from which the eccentricities must be derived). More imanttthe derived eccentricity values
depend on the assumed potential, which governs the orleihsixin of a star derived from its es-
timated position and velocity. The Achilles heel of the noetlbthat comparisons of eccentricities
utilise a different potential for the calculation of orbitean the theoretical models they compare
to, has in most cases been neglected. One may of course aajusctentricities express the
general circularity of orbits in the different approach@&s.some part this is true, but there a far
more vigorous problem: The heating in models and even pl@tieating mechanisms are very
weakly constrained (see e.g. the discussion in Aumer & Bif2@§9). Locally the eccentricities
are quite directly related to azimuthal velocities in thghhasymmetric drifts or respectively low
rotational velocities imply large eccentricities. So we $iee large uncertainty in the expected
eccentricities by looking at the major changes in Fig. 6& #re induced by moderate variation
in the assumed parameters of the disc. For example heatitigeupner disc of the Galaxy a bit
more, which is covered either by heating from a bar or resgggtsimply in the uncertainties
intrinsic to molecular clouds as source of random energntimber of high eccentricity visitors
from the inner disc largely increases. This would in the dmeensional comparison be nearly
indistinguishable from high eccentricity stars contrdaie.g. by a minor merger in the outer
regions of the disc. Summed up we see that a large range aftecdg distributions can be
explained just by uncertainty in heating and potential,rhateover the sole use of eccentricity
distributions hides a lot of valuable information.

5.3 The metallicity plane as seen by the new GCS

In their recalibration of the Geneva-Copenhagen Surve\eéitr GCS, Nordshm et al., 2004;
Holmberg et al., 2007) Casagrande et al. (2011) were able rivedeentative [a /Fe esti-
mates from Stimgren photometry. This opened new perspectives to tegtrduictions of the
Schonrich & Binney (2009a) model on the GCS that is now the largebiased sample with
some indication ofa /F€g abundances and highly reliable kinematics. As a recaidwatf the
model is still ongoing we have to limit ourselves to a quéliadiscussion where we show the
main structures in the metallicity plane of the Geneva-Cbpgen Survey, but postpone a real
quantitative examination. All details on he derivation af@meters can be found in Casagrande
et al. (2011) and will not be discussed here.

Fig. 5.4 gives an overview of the metallicity plane in the 6gosubsample”, i.e. stars with
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Figure 5.4: Average age in the metallicity plane (Fe versus [Fe/H] of the GCS. The colour
codes the mean age determinations in Gyrs.

infrared photometry available, so that the stars have gadmpeters and especially a sen-
sible [a /F€ estimate. For getting the mean ages, we searched for eacim stee plane its
hundred closest neighbours and evaluated the mean agelieoage expectation values using
BASTI (Pietrinferni et al., 2004) isochrones. The age dateations are described in more detail
Casagrande et al. (2011). Although the plane covers the reaiares we see some weaknesses.
At first the age determinations are quenched down to a maxiof@®yr. This is mostly caused
by stars with very uncertain age determination (e.g. whew tie on the red part of the main
sequence) that then are assigned mean ages of about 6 Gilve ¥xpected features are in place:
The high[a /F€ stars are very old in contrast to the low/F¢ stars that are very young. In the
low [a /F€ part there does not appear to reside a strong dependence ohagetallicity, which

is much in favour of radial migration models that can allow tlee stars on the thin disc ridge
line to be relatively young without significant trend. Clasdichemical evolution models would
require older ages on the metal poor side compared to thd nottaide, because the model has
to evolve from metal poor to metal rich slowlier than radiagration models, where the width
of the thin disc ridge line is formed by immigrants from otlparts of the disc. As a word of
caution the ages are the weakest constraint, because ttateaoif the isochrones show a robust
metallicity dependent reddening, which can produce wra@egteends against metallicity. Rather
than a constraint on chemical evolution models this plotdsrasistency check for tHer /F¢ es-
timates, although they are of course far from perfect: Iteandy visible that there is no real gap
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Figure 5.5: Left panel: Average asymmetric drift (in kn}in the metallicity plane [@/F¢
versus [Fe/H] of the GCS. Right panel: Average velocity disjper (in kms™?).

in densities between the thick and thin disc componentschwisi a consequence of the /F¢
determination uncertainties. Was the error in the deteations larger than expected, we would
not see the clear distinction in ages along the plot. On theafiages it is also worth mentioning
that Bensby et al. (2007) find the lowest ages near solar nogalvith both metal-poor and
metal-rich stars tend to be slightly older, which would beyveeasonable in the framework of
radial migration, where those objects require a little biiroe to reach the solar neighbourhood.
The results of Fig. 5.5 confirm very nicely our findings frontfen 5.2. On the lowa /Fe side
we find a region of almost constant velocity dispersiof® in [Fe/H], which is in stark contrast
to what would be predicted in the framework of classical cicairevolution models, but is very
well in the range of the expectations from $ahich & Binney (2009b). The region of high
velocity dispersions wraps nicely around the thin disc atelge of highja /F€), high [Fe/H]
values, i.e. we can clearly identify the high metallicityt t the thick disc as suggested by the
studies of Bensby et al. (e.g. Bensby et al., 2003, 2005). Thareston of the high dispersion
regime towards lowelo /F€ values for the most metal poor stars is caused by a very lovbeum
of extreme objects and might be a contamination by relatiuettal-rich halo objects. The left
panel of Fig. 5.5 also confirms that the trends that we have sethe Borkova & Marsakov
(2005) sample were not a result of kinematic biases. AoalF€ values (apart from the highest
[a /F€, where the thick disc ridge line bends to the left) we see asbbdowntrend of mean
azimuthal velocity with increasing metallicity.

5.4 A hot spot in kinematics

The most exciting result from the new GCS is shown in Fig. 5.@li&anigration models predict
that on the metal rich loir /F¢ side of the metallicity plane we should see young population
that have quite low velocity dispersions, but that have atept just far enough outwards so that
they can be seen in local samples at high asymmetric driftedms of the asymmetric drift
relation discussed in the previous chapter this meanshbgthiave a very strong radial density
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Figure 5.6: Left panel: Average asymmetric drift (in km¥divided by the average velocity
dispersion in the metallicity planeq(/Fe| versus [Fe/H] of the GCS.

gradient in the solar neighbourhood and should thus haveydaw asymmetric drift to disper-
sion ratio. And indeed this “hot spot” can be spotted Fig, iere we plot the mean difference
to the suspected circular velocity divided by the squarddcvy dispersion of the population:
The stars with high [Fe/H] and loyer /Fe values show an extreme ratio of asymmetric drift to
velocity dispersion. The same could already be guessedtfierBorkova et al. sample, where
the asymmetric drift increases with metallicity, while tispersion does not experience notable
change, however, with the new GCS we have this result free ofsilple kinematic bias. As it
should be expected the stark contrast between high and |dallitiéy populations gets reduced
towards highefa /F¢ values, although we cannot very well disentangle how muc¢hisimight

be a consequence of the uncertainty{ar/F€g estimates. This inhomogeneity is also a wel-
come confirmation to the prediction from Chapter 4 that locgdydations have highly different
constants in the asymmetric drift relation.

Despite the importance for the determination of the Locah8éard of Rest, the predictions from
Chapter 4 stayed essentially untested so far. However,ladteng seen the trends in the metal-
licity plane we can already be sure that we will see strongadggwhen we examine the colour-
magnitude diagram. Fig. 5.7 shows the kinematics in theuratvagnitude diagram of the Aumer
& Binney (2009) subsample of the Hipparcos data (van Leeu2@@7), that was kindly pro-
vided by M. Aumer. For each star we took the closest 150 neigtsin a mildly elongated
ellipse oriented parallel to the main sequence. This prowdze the best compromise between
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Figure 5.7: Kinematics on the colour-magnitude diagramhef iHipparcos data (absoluté
magnitude again® —V colour). Upper panel shows the mean asymmetric drift, Iquaerel the
squared velocity dispersion in the radial velocity compured stars. Like in the GCS we took
the closest 150 of each star as sample.
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additional blurring of our data that are already affectedH®yparallax and hence magnitude er-
rors of Hipparcos as well as photometry errors and scattdreimesults by too small subsample
sizes. In the top panel we display the mean asymmetric dhiftimthe bottom panel the mebhn
velocity dispersion. The similarity of the results to theieglent plots in Chapter 4 is surprising.
As predicted from the Sd@mrich & Binney (2009a) model we do not see at all a uniformease
of asymmetric drift and dispersion towards redder colobws there is a lot of fine structure. In
the lower panel we can even see the relatively cool main seguaf lower metallicity disc stars
guenched between the hotter high metallicity stars andubedsvarfs (visible towards the red
atB—V > 0.45). The fainter/bluer objects with higher dispersion & sub-dwarfs, while on
the red side we encounter the metal-rich stars. We can aseelihe kinematically hot spot of
the older high metallicity turn-off accompanied by relatiwhigh asymmetric drift values (at the
“knee” in the plot around —V ~ 0.65). This hot region can be held responsible for the mild
overshooting that was encountered by Aumer & Binney (200®)eir pure colour binning near
Parenago’s discontinuity in some velocity components &adl is also featured in the predic-
tions of Sclnrich, Binney & Dehnen (2010). The peak asymmetric driftd dispersions stay
a little bit behind what might at first glance be expected fithve models, but we have to take
into account that the extreme velocities appearing in thdetsoalso come in very low number
densities so that they are buried in the error tails (withdglpHipparcos parallaxes the absolute
magnitude has a notable error) of their neighbouring pdjmuis. In light of these difficulties it is
already surprising that we can detect the cooler main seguaart between its hot counterparts.
Interestingly we can even see the negative asymmetriovatifes or respectively high azimuthal
velocity values of the metal poor populations on the blue sicthe turn-off region. Similarly the
“hot valley” of slightly lower angular momentum/kinemadity hotter stars located red-wards of
the main sequence rising towards higher luminosities slzoi@stative imprint to these data.

As the non-constant coefficient in the @trberg equation or respectively asymmetric drift rela-
tion basically describes the radial density gradient of putetion, it is not useless as one might
conclude from the failure in the determination of the Solalogity, but it is a valuable indica-
tor to identify subpopulations in a sample. In Fig. 5.8 we seé¢he luminous blue end of the
Hipparcos sample a young population with high asymmetiit tdrdispersion ratio that follows
nicely a very metal-rich young isochrone. To its red side we & population that obviously
comes from outer radii and hence we can now clearly see tsemdar the pronounced wiggles
that were found on a pure colour selection by Dehnen & Binn898b) and later by Aumer &
Binney (2009): they are simply young open clusters domigatie blue end of the colour mag-
nitude diagram with substructure. Red-ward8efV ~ 0.3 (as can be expected from the source
terms losing importance in the Jeans equations as stelbariagrease) we see a very well mixed
sample. But again the expected structures are confirmed: Blugto red (or respectively from
faint to bright) across the main sequence the ratio of asyimrgift to squared radial velocity
dispersion increases as the radial density gradient stedpe the more metal rich inner disc
populations.

Although all these results look stunningly similar to thedhetical predictions we would like to
put some words of caution: Especially inside-out formatian be a second reason apart from
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Figure 5.8: The coefficient of the ®tnberg equation, in our case dividing the asymmetric drift
by the squared radial velocity dispersion.

the metallicity gradient that can be held responsible ferdbserved structure, so a definitive
interpretation will require deeper and more quantitatimalgsis than the presented as well as
detailed and improved models on the theoretical side.

5.5 A Bayesian method for spectroscopy

5.5.1 Introduction

This work is a further development from the Bayesian age detation that | developed for
the recalibration of the GCS (Casagrande et al., 2011). Haaiinthose algorithms already
at hand we decided that it would be a pity to let the machin&y anused and developed it
towards an area where it can help improve the uncertain gaeamtieterminations: low resolution
spectroscopy. With the advent of large spectroscopic ganapectroscopic analysis has at least
partly experienced a shift from analytic craftsmanshipeasalving the spectroscopic jigsaw by
hand and experience to the development of large automau@tipes that are required to cope
with the huge amount of data. Many of these surveys, paaityuRAVE (Steinmetz et al.,
2005), SDSS/SEGUE (Yanny et al., 2009) and LAMOST work ingame of low to intermediate
resolution spectroscopy with mostly moderate signal te@aatios, where the determination of
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stellar parameters is uncertain. Although a lot of work hesrinvested into the development of
the RAVE (e.g. Zwitter et al., 2008) and SEGUE (e.g. Lee et28l08a,b) another development
in stellar astrophysics that would naturally fit into thes®aatic knowledge machines has been
left out.

Following the use of probabilistic schemes or respectidyesian analysis in other fields
of astrophysics, those methods were pioneered by Jgrg&nhkerdegren (2005) and Pont &
Eyer (2004) for stellar astrophysics in order to gain moil@alée age estimates to especially
the Geneva-Copenhagen Survey (Nofasiret al., 2004) that are particularly devoid of biases
arising from naive age analysis like the terminal age bidarsSon short-lived stages in stellar
evolution, i.e. rare objects are unphysically overrepnesin the analysis results, if no proper
weighting function (or respectively the wrong one, as noghiehg means a constant weight)
has been applied to the isochrones. A good description of #ayenalysis to fix also other
parameters like the absolute magnitude (and hence distandelus) can be found in Burnett &
Binney (2010).

In the following draft we aim to develop a probabilistic sofeto directly exploit our a priori
knowledge in combination with spectroscopic analysis amat@metric parameter calibrations,
especially via the infrared-flux-method (IRFM Casagrandé.e2@10).

5.5.2 Probabilistic Approach
General Approach

Spectroscopists usually quote on their analysis the begafameters on their quantities plus
some error margin. Yet this is only a subset of the infornmatizat can actually drawn from
their analysis - it would only be if the errors on the stellargmeters were not correlated, i.e. if
Cov(Tefr, [Fe/H]) = 0. This is by far not true - the errors are highly correlatedh®/underlying
physics. The stellar effective surface temperatugdnd also surface gravity l¢g) do affect
the ionisation equilibria, the atomic level populations;.eand hence spectral line strengths
and inferred elemental abundances. Hence the metallisiisnate will be a function on those
two variables, while it affects their values by itself. Theoag correlation between estimated
temperature and metallicity is found everywhere in literatand can e.g. be guessed from figs.
6 and 7 in Zwitter et al. (2008), or fig. 12 in Siebert et al. (2D1So the quantity handling all
the available information are not the single best-fit valles the multidimensional probability
distribution of the stellar parameter estimates on thergspectrum:

Psp([Fe/H], Terr, 109(9), [a/Fel, Xsp) (5.4)

where Xsp sums up all the spectral parameters not listed in this coerge micro-turbulence

- if not a 3D model atmosphere is run (see a discussion of advanced epampic analysis in

Asplund, 2005b), that does not require this parameter atiostal velocity of the star, reddening,
etc.

Yet, as discussed by Asplund (2005a) in view of the IRFM, gpscbpy is not the only thing

we know: We also have photometric information about the emachobjects, with Hipparcos
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and Gaia knowledge about their parallaxes and hence degastrong constraints by stellar
evolution and a priori knowledge on stellar parametersgixpectations about the IMF or stellar
ages. The latter become particularly important for surwsite low to intermediate spectral
resolution and for large samples as a quality control. Sa whads to be done and unfortunately
has not been undertaken before is the design of a schemeitiwatiptcombine those different
sources of information. Let’s first go to stellar evolutiamdasome a priori knowledge: Stellar
evolution models give very firm constraints on the possib& of stars in parameter space: In
simple models their parameters are a simple function of theial mass, metallicity and age:

(Tefr, l0g(9),C) = '(Mi,[Fe/H], [a/Fd, 1), (5.5)

whereC denotes the full information by the absolute magnitude aholes of stars. This relation
provides in theory a very accurate mean of discarding magotspof the parameter space of
spectroscopic results.

As has been shown by various sources (e.g. Chieffi et al., Xa®dhoyer et al., 1992), the dif-
ferent metallicity indicators can moreover be replacedrbgféective [Me/H] without significant
accuracy. In an ideal world stellar evolution would henoceegis a three-dimensional region
in parameter space, where stars can reside, which beforsdtierone turnoff with its age de-
pendence even collapses into a two-dimensional sheetalityréhose predictions are affected
uncertainties in atmosphere models, in the modelling oktelar interior (see e.g. Magic et al.,
2010) and in a couple of initial parameters (Charlot et al9@)9particularly the initial helium
problem particularly on the metal poor side (Casagrande,e2@07). This should be accounted
for by broadening the above relation. In a simple way speapkirthe formalism of Burnett &
Binney (2010) this can be achieved by augmenting the obslereaitors a bit. In this case it
will be advisable to work with variable errors: While steltaodels are very precise on the upper
main sequence, their reliability deteriorates towardstwest and evolved objects, i.e. M dwarf
and the giant branches.

Using the mapping given by stellar evolution models, we catevdown the probability distri-
bution:

P(Tefr,10g(9).C) = G'(0)o
o [ (M [FelH,[a/Fe,T)
Py (T, Mi, [Fe/H], [a/Fe, X )dMid[Fe/H]d[a /FedX (5.6)

wherePy (1, M;, [Fe/H], [a /Fg, X) sums up our a priori information on these quantities and the
result gets convolved witls’ (o), taken as described above to be some Gaussian broadening
according to the error vectar = (0, Ojog(g)> Oc)- IN case we want to accommodate a Galactic
model, one would need to further work in the distance distidn and the distance modulus for
the sample.

On the left hand side we must now attain the parameter spatevih need for compatibility

with the spectroscopic results (i.e. we need a probabilgiridution in the same dimensions):
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Replace the functiori’ by an extension of’ that is equivalent witH’ on (Teg,log(g),C) space
and is an identity mapping on the other parameters (and do garallel withG'):

P([Fe/H], [a /F€], Tesr,109(g), M, T,C,X) = G(0)o
o/f(Mi,[Fe/H], (a/Fd,T)
Po(T, M, [Fe/H], [a/Fd, X)dMid[Fe/H]d[a /FeldX (5.7)

This entity looks evil, but it is not. We can gain it by a simpleighted (via our priors) integral
over the isochrones and any condition we impose upon oumpes set can be gained by
multiplying the corresponding probability function ontaaRd then (like in Burnett & Binney,
2010) normalising the sum to one, after we have integratédlbdimensions we do not like. So
we can get the probability distribution in our favourite gaueter space:

Pl ([Fe/H]a [a/Fd7Teff7 |Og(g)) =
/ P([Fe/H], [a /FE, Te,l0g(g), Mi, 7,C, X)dM;dTdCdX (5.8)

Once this is established, we can combine the spectrosadpitriation with the stellar evolution
and a priori knowledge by a simple multiplication:

Isochrone sets and priors

To get some rudimentary grip on the uncertainties in stelladels we make use of two indepen-
dent data sets: A dense grid drawn from the web interfacesoPtdova isochrones (Bertelli et
al., 2008, 2009) and a dense grid of BASTI isochrones (lifetmi et al., 2004, 2006, 2009) that
was kindly provided by S. Cassisi for our own probabilistie @gterminations in Casagrande et
al. (2011). The Padova sample consists of isochrone datats8&6 metallicities ranging from
Z = 0.0001 toZ = 0.07. Their solar metallicity is at the Grevesse & Sauval ()9&&imate
of Z. = 0.017, while the price they have to pay for the closer proxinwtyrecent estimates
(Asplund et al., 2009) is a rather low solar {¥= 0.26) and hence at a standaff /AZ too
low primordial helium abundance compared to standard Big Béungjeosynthesis (Steigman,
2010) (another point might be their lack of diffusion, whiatts in the same direction). In the
query we hence had to lim¥ > 0.23, where their grid ends. We applied a dense age spacing
of 0.01dex or respectively.3%. The BASTI isochrones still use the (Grevesse & Noels3)199
solar metallicity and we apply their standard helium abuggsa. We have 20 metallicity bins
from Z = 0.0001 toZ = 0.04 and an age spacing of at maximum 100 Myr.

As initial mass function we apply the Salpeter (1955) IMRhathe usual exponertt = 2.35,
any other IMF of desire can be readily implemented and tefsied

It would be tempting to use a more specific age prior or evernagiallicity relation, but this
would raise concerns about that results might be influengegrdjudices on the age of stellar
components. Many studies make firm conclusions that thesblagpulations in the Galaxy
exceed 10Gyr in age (cf. Aumer & Binney, 2009; Sohch & Binney, 2009a). Hence we use a
simple flat age distribution between 0 and 14 Gyr as a prior.
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Photometric calibration

The isochrones are a splendid tool to cut out unphysicahpeter space. Yet if using isochrone
colours we would inherit the vulnerabilities and uncerti@mof model atmospheres and synthetic
colours. It can thus be appropriate and currently appearsnibre reliable way to ignore the
colour information on the isochrones and exploit it instbgdvell-calibrated empirical relations.
These are delivered by the infrared-flux method (IRFM, Bladk&&hallis, 1977; Casagrande
et al., 2010). In addition the remaining colour informatican be scanned for information on
reddening, metallicity, alpha enhancement or in some ggrs@gty. Photometric calibrations are
a vastly used tool and if parameters apart froga are required, narrow band filter systems like
Stromgren or Washington photometry contain the best informnatYet some tentative estimates
can be derived from broad band photometry as well. Overattgmetric methods deliver a
third probability distributionPyn(Tet,10g(9), [Fe/H], [a /F€]). Again this can be combined with
the two other sources to the final probability distribution

Pt = PspRPpn, (5.10)

from which our improved parameter estimates can be drawa.photometrically derived tem-
peratures are generally of a quality excelling that of sppscbpic ones in their scatter and their
zero points: It was shown in previous studies (Casagrande, &04.1) that photometric tem-
peratures from the IRFM are (apart from the most metal poaai) in sound agreement with
stellar evolution models.

5.5.3 Photometric method of getting temperatures

Photometry can be a powerful method to derive stellar patensi¢Bessel, 2005). In fact, each
colour convolve the information enclosed by a stellar speetover the considered filter trans-
mission curve. Selecting filters over regions of a spectramarily sensitive to certain physical
parameters, it is thus possible to derive the latter to airedccuracy (see e.g. Asensio Ramos
& Allende Prieto, 2010, for a generalisation of this idea).typical example is provided by
the intermediate band $tngren system, through the; andc; indices. Those are designed
to measure the depression owing to metal lines around A10@ the Balmer discontinuity,
respectively, making the two indices ideal estimators ofatfieity and surface gravity in late
type stars. In contrast, focusing on spectral region redbtiunaffected by line blanketing can
give important information on &, as e.g. thé —y index (to remain on the Simgren sys-
tem). However, broad-band colours are usually more usefestimate Tg; notice though that
colours per se are not analytically related to the stelf@céfe temperature, metallicity or other
physical parameters. Relations linking stars of known gtalgarameters to their colour indices
must be constructed. Those can be obtained e.g. from simtoddurs and the underlyingef

of the models used, but the resulting calibration is veryngtdble to the uncertainties in the
adopted theoretical fluxes. Similarly, colour-temperattalibrations obtained employing spec-
troscopic ¢ intrinsically carry the uncertainties which plague spestopic &« estimates. To
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Figure 5.9: Differences in temperatures between IRFM dditiemperatures and RAVE (top left)
as well as three colour calibrations in different colour d&nit can clearly be seen that even on
pure infrared colours (for obvious reasons they lose acyua hot stars) the colour calibration
gives some value added with the best information contaifiedarse in a combination of in-
frared and visible. Good visible photometry would hencedbdloe reliability of temperatures in
RAVE. The slight trends at higher temperatures in the colalibrations derive from the use of
unchanged, old relationships that are not yet calibratédanhtemperature range for this sample
and can hence be removed from the sample.

this respect, only few methods are really empirical. Onentsson stars with measured angu-
lar diametersd, where the effective temperature can be derived from thddmental relation

Fgol = (g)one"'ﬁ. However6 can be measured only for nearby stars, thus limiting thdicali
tion to solar metallicity stars. In addition, nearby staesso bright to be saturated in most of the
recent systems (such as e.g. 2MASS or SDSS), which are ehisezavily used for the purpose
of Galactic investigations. The IRFM provides another eropliway of determining ¥, using
multiband optical and infrared photometry to recover thitetric Fgg and infraredrr flux

of each star and using the analytical relation linking 1o the ratio%. Taking into account
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photometric zero point uncertainties and random photametrors, reliable estimates on the
uncertainties on the derivedii can also be obtained. Improved reddening estimates would be
beneficial, e.g. via known calibrations usiHg photometry (e.g. Karatas & Schuster 2010). A
comparison on a GCS star sample between RAVE, the IRFM and siotglar calibrations can

be seen in Fig. 5.9. We will soon see if our method can realjyrave on the stellar parameters
compared the standard pipeline results.

5.6 The Origin of the Sun

At least since the paper of Wielen et al. (1996) the birthplaithe Sun as been an open question
in astrophysics. As the Sun was believed to be more metal&n the Solar Neighbourhood it
was believed that the Sun was born considerably inside tiertisolar radius. The common line
of argument is as follows: Assume that the composition ofrtkerstellar medium, i.e. absolute
value and radial gradient, has not changed significantipgda during the lifetime of the Sun,
measure the offset between the Solar metallicity and thal loterstellar medium, divide by
the radial abundance gradient and you get an estimate fdnirtitgplace of the Sun, in the case
of Wielen et al. (1996) with an adopted radial metallicitadient ofd[Fe/H]/dR = (—0.09+
0.02) dex/ kpc and a metallicity difference df[Fe/H]= (0.17+0.04) dex this resulted in placing
the birthplace of the SufiL.9+ 0.9) kpc inwards of our current position. Other estimates for the
Solar cradle have recently been attempted from the dynaohite Solar system (e.g. Kaib et
al., 2011, claim that the Sun must have travelled even totheriregions of the Galaxy). While
such a peculiar trajectory is of course possible in the fraonk of radial migration though not
necessarily likely (and this low likelihood has not beeryfdccounted for in this study), this
kind of estimates depends critically on the initial stateh# solar planetary system, possible
interactions in the denser environment of the open clustargybirth to the Sun, the initial state
of the Oort cloud and also on assumptions about the numbewefimass bodies or respectively
the low mass IMF in the Galaxy as well as it is deeply affectedimall number statistics, we
consider this approach to be rather speculative. Hence weeotrate in the following on the
arguments from chemistry.

With the recalibration of the Geneva-Copenhagen Survey @asde et al., 2011) the mean
metallicity of the Solar Neighbourhood has been considgrabifted up by around .Q dex
mostly due to an upwards shift in the temperature scale bytabdX that came about by
the use of the infrared flux method (Casagrande et al., 201Dalan brought the main sequence
location of the new GCS into concordance with stellar modéleen estimating the solar birth
radius this shift moves the birthplace of the Sun outwardsbye than one kpc and hence while
we found proof for radial migration from the metallicity tfibution of the solar neighbourhood,
the original precedent made on the origin of the Sun is ggttat.

To estimate the past state of the local interstellar medtusnnot sufficient to simply gather all
stars that have approximately the age of the Sun and seartheio mean metallicity: As the
solar neighbourhood is subject to immigration from othéiitaoth by blurring and by churning,
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the local composition is changed considerably apart froat timcertainties of ages can lead
to significant contamination by old objects. We can diresi the immigration effect from
the top panel of Fig. 16 in Casagrande et al. (2011). There #talicity distribution of the
older (see esp. the intermediate age stars) populatiorenwicbnsiderably and we see a longer
tail especially to the high metallicity side, that is regdekplained as more stars being brought
outwards by radial migration due to the higher migratioesah the inner disc and by the same
reason that gives rise to increasing asymmetric drift wgl: &Stellar densities inside the solar
annulus are higher, the effective potential is flatter talsdarger Galactocentric radii, and further
those stars are kinematically hotter so that they travetards in larger numbers than stars from
the outer regions of our Galaxy visit the inner regions. Tdiies rise to a considerable bias
that prevents us at current stage from estimating the cotigo®f the solar neighbourhood
via the data, apart from saying that obviously there canmawehaken place major changes.
From the youngest population where this contamination iakest, we can estimate a local
metallicity of around [Fe/H} (—0.08+ 0.05) dex, where we added a minor systematic error for
undiscovered selection effects an uncertainties in thimgedf the original metallicity scale. This
value might be challenged with the argument that there lissstine residual abundance scatter
among the youngest stars in the Geneva-Copenhagen Survehatna young star selection
may also be prone to a positive metallicity bias evoked bybibe limit of the GCS. Yet, there
is some confirmation from high resolution data: While Luck &nhlzert (2011) have a higher
absolute metallicity in the Solar neighbourhood, but Ni&rzybilla (2008) find, based on the
abundance scale of Asplund et al. (2009) a difference oH{Fe/(—0.1+ 0.06) dex and for the
two reliablea elements they give [Mg/H¥ (—0.08+0.06) dex and [Si/H}= (—0.0540.05) dex.
Albeit tiny, this difference between the elements and [Fe/H] is assuring as it coincides well
with a small residual trend in Sohrich & Binney (2009b) that thigr /Fé ratios still fall slightly

by of order 003 dex during the lifetime of the Sun.

Taking all this together we use in the following a metaljicdifference [Me/H]= (—0.07 +
0.06)dex, a more elaborate study will have to await the model fie@dlon on the new GCS
data.

How do we get the past state of the ISM? Currently the only eiatategy seems to be ask-
ing our chemical evolution models. The bitter truth is, heere that their results depend to
some extent on the development of radial flows and star foomaates. If we assume a smooth
behaviour for the past Gyrs, we can from the &ulich & Binney (2009a) model roughly es-
timate that the metallicities have increased by aboQ&@ex during the lifetime of the Sun
with an unknown systematic error (that depends on the dpwedot of radial flows, detailed
changes of the star formation rates, etc.). Taking thidtresgether with an abundance gradient
of d[Me/H]/dR = (—0.06+ 0.01) dex/ kpc from Luck & Lambert (2011), where we cautiously
allow for a systematic uncertainty of aroun®0dey kpc the best current estimate for the birth-
place of the Sun can be put to arouAR = 2.071-3kpc or with our new estimates for the current
radiusRy the Sun should have been born arolihe 6.2kpc. As the lower abundance gradient
balances the lower metallicity different a bit, our resslrémarkably similar to Wielen et al.
(1996). We would like to note that the Sun is a bit more unugheh it appears from its value.
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By its high rotational velocity that we know from Chapter 4 theding centre radius of the Sun

is placed(0.43+0.10) kpc outsideRy, so that the Sun is one of the rather rare outer disc visitors
to the Solar Neighbourhood and the estimate for the totahradigration experienced by the
Sun increases to more than 2kpc, with a formal lower limigrgly above 1kpc. This means
that the Sun is still a clear case for radial migration. It wé interesting to see if we can get a
substantially better estimate on the solar origin with takp lof the re-calibrated model.



Chapter 6

A new formula for fitting the azimuthal
component of disc kinematics

6.1 Abstract

In a disc galaxy the distribution of azimuthal componentsedbcity is very skew. In the past
this skewness has been modelled by superposed GaussiangseVdynamical arguments to
derive an analytic formula that can be fitted to observedoigialistributions, and validate it
by fits to the velocities derived from a dynamically rigorausedel, and to a sample of local
stars with accurate space velocities. Our formula is muskee#o use than a full distribution
function. It has fewer parameters than a multi-Gaussiaarid,the best-fitting model parameters
give insight into the underlying disc dynamics. In partarylonce the azimuthal velocities of a
sample have been successfully fitted, the apparatus peogigeediction for the corresponding
distribution of radial velocitiesr. An effective formula like ours is invaluable when fitting to
data for stars at some distance from the Sun because it snaideto make proper allowance
for the errors in distance and proper motion when deterrgitive underlying disc kinematics.
The derivation of our formula elucidates the way the horiaband vertical motions are closely
intertwined, and makes it evident that no stellar popufatian have a scale height and vertical
velocity dispersions that are simultaneously independeradius. We show that the oscillation
of a star perpendicular to the Galactic plane modifies thecgffe potential in which the star
moves radially in such a way that the more vertical energyaa fsas, the larger is the mean
radius of its orbit.

6.2 Introduction

Currently considerable effort is being invested in survelythe solar neighbourhood. Fifteen
years ago the study of nearby stars was revived by the Hippargssion, which pioneered

1 Content and text of this paper have been published in nedehtical form as Sdmrich & Binney (2011).
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space astrometry. Hipparcos put ground-based astrontryaanore secure foundation, so now
useful proper motions are available for tens of millions @irs. In the last decade the proper
motions have been complemented by photometric surveyh, ibdhe infrared and to fainter
magnitudes at optical wavelengths. Finally, the RAVE (Stadtz et al., 2005) and SEGUE
(see York et al., 2000; Yanny et al., 2009) surveys have medswearly a million line-of-sight
velocities.

As a result of these major observational programmes, it¢®inéng possible to determine the
velocity distribution within the disc of our Galaxy, not grait the location of the Sun, but also
at significant distances, especially at higher Galactituid¢s. Naturally one wants to quantify
the velocity distribution observed at some locatoim the Galaxy in an efficient way. Conven-
tionally one does this by imagining that the density of stargelocity space forms a “velocity
ellipsoid” — a triaxial ellipsoidal region of over-density velocity space. If the Galaxy were
axisymmetric (which is a reasonable first approximatiorg,would expect that in the Galactic
plane the principal axes of the the velocity ellipsoid wobklaligned with the coordinate di-
rections of cylindrical polar coordinate&R, z, ¢). As one moves above the plane, two of the
principal axes of the velocity ellipsoid are expected todightly with respect to th&k andz
directions. Let the components of velocity parallel to thpancipal axes be denoteg andvs,
wherev; — vg andv, — v, asz— 0. The third axis is expected to remain aligned with ¢he
direction.

The distributions of ther; andv, components of velocity are expected to be roughly Gaussian
with vanishing means and to be to good approximation aligmélal the Galactic polar coordi-
nates (minor vertex deviations as found in the solar neigtimod by Dehnen, 1998, will not be
discussed here). Consequently, they can be characterigbdibgtandard deviations andoo.
The distribution of the/, components peaks at a valuewgfthat is slightly smaller than the cir-
cular speed.. However, it is not at all well modelled by a Gaussian, beeatls very skew, with
many more stars at, =V — Vv than atv. +Vv, causing the population to have non-zero asymmetric
drift. Notwithstanding this skewness that was already kmeevGustav Stimberg (Stomberg,
1927),v,, distributions have traditionally been characterised byeamand a standard deviation.
Since a single Gaussian fits the data very poorly, the obgdelig&ibution is frequently modelled
by a superposition of two Gaussians: then the overall 8igfion is characterised by two means,
two dispersions and the ratio of the numbers of stars acedunt by each Gaussian, a total of
five shape parameters.

The purpose of this note is to introduce a new representafiof distributions that is more
effective in the sense that it fits typical data more acclyatgéth fewer and physically more
meaningful parameters. Moreover, the new representaisratiynamical basis, so it is able to
connect the skewness of thg distributions to the standard deviationsvnandv,. With the
new representation, a single free shape parameter sufficksstcribe the distribution in, for
the whole population of stars in the solar cylinder, and twoameters are sufficient to fit the
distribution inv,, of stars that have a given distance from the plane. The famprddicts in a
natural way both the magnitude of the asymmetric drift areldfiset of the modal azimuthal
velocity from the circular velocity, neither of which is aetiled by multiple Gaussians.
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The paper is organised as follows. In Section 6.3 we derivapgumoximation to thev, distri-
bution in an annulus in the Galactic disc that can be usedhaslatd for extragalactic measure-
ments. As most samples of the Galaxy are centred on certdaci@aaltitudes|z|, in Section
6.4 we use the adiabatic approximation (Binney, 2010) to iatikeaccount the vertical motions
of stars. In 6.4.1 we derive a formula that accounts for th&@tian in thev,, distribution with

|zl and test it against the velocity distributions of more efalb® models. In Section 6.4.2 we
derive a formula for the way in which the in-plane motion oftar flepends on the extent of its
excursions perpendicular to the plane. The outcome is a swraéction to thev,, distribution
derived in Section 6.4.1. In Section 6.4.3 we give formulaenfwhich the distributions ofr
andv; follow once the distribution ivy has been fitted. In Section 6.5.1 we show that our for-
mulae provide good fits to the disc model of Binney & McMillaf®{2 ; hereafter BM11), which
has a rigorous dynamical basis. In Section 6.5.2 we denaiadtie practical application of the
formula by fitting data from the Geneva-Copenhagen Survegti®@e6.6 sums up and looks to
the future.

6.3 Velocity distribution as a 2D problem

There are three reasons for the asymmetry of the distribatie, components of nearby stars:
stars at lowv, are approaching apocentre, so they have guiding-centiieRgdmaller than the
solar radiusRy. As one moves inwards through the disc, not only does theityarfsstars in-
crease rapidly on account of the exponential increase isutface densitg (R) 0 exp(—R/Ry),
but the random velocities of stars also increase, so a greattion of all stars are on eccentric
orbits that carry them far from their guiding-centre radigs Moreover, the effective potential
in which a star oscillates arourfi®} rises much more steeply BRt< Ry than it does aR > Ry, o
stars spend more time beyoRg than they do interior to it. In fact, as a population of stazats
up over its lifetime, the asymmetry of the effective potehtiauses the population to expand
spatially, and by conservation of angular momentum its nregation rate diminishes. For all
these reasons, there are many more visitors readRjivgth guiding centres aRy — A than at
Ro+A. Afunctional form forn(v,) that is successful in fitting observed distributions wifleet
these facts.

Following Shu (1969) we decompose the energy of a disc startlimee parts. If the star were
on a circular orbit with angular momentuly, it would have energy

Ec(Lz) = Peft(Rg, L2), (6.1)

where with the Galactic potential in the plag&R)

2

Peit(R, L) = %wLCD(R) (6.2)

and the guiding-centre radil(L,) solves the equatioRyvc(Ry) = L, with v¢(R) the circular
speed. In addition to this energy, the star has two smallergees, namely the enerdy, of
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vertical motion and the enerdsk of random motion within the plane. We postpone discussion
of E; and focus for now on stars witg, = 0, which move in the plane. We have

Er= 1V&+ Pert(R Lz) — Pesr(Rg, L)
= L&+ Adex(R Ly) (6.3)

where
A‘Deff(R, Lz> = weff(R, Lz) — (Deff(Rg, Lz) (64)

Suppose that the disc’s distribution functia¥f is (Shu, 1969)
F _E 2
f(Er Lo = & =/, (6.5)

whereF (Rg) is a function that determines the surface density of the galisc ando(Ry) is a
function that determines how the radial velocity disparsi®n account of the tendency noted
above for a population to expand radially as it heats ug; (iRg) is the same for both cool
and hot populations, the hotter populations will have sligkarger radial scale-lengths than
the cool ones. Note that gives the intrinsic dispersion of stars at their guidingtoemadius
Rg- The dispersior{vd)!/? actually measured at some radRsvill have contributions from all
populations that reach this radius and turns out te-fh® per cent higher than the valuemffor
the stars that havg; = Ron account of the presence of stars that have guiding ceattiRgs< R.
Schonrich & Binney (2009a) show that the probability per unitatbat a star with angular
momentunl, will be found atRis

K APe(R, L)
P(RIL:) = - exp {— s (6.6)
whereK(Ry) is chosen such that 2t [ dRRP.
Let n(vy, R) dv, be the number per unit area of starRatith vy, in (v, Ve + dvy). Then

whereN(L;) dL; is the number of stars in the disc with in (L2, L,+dL;). In a cold disc, the
number of stars with angular momenta(ln, L+ dL;), is simply the mass in the corresponding
annulus, 2> (Ry)RydRy. Hence under the neglect of the mild radial expansion ndbegeof a
population as its dispersion increases, an exponentiakdib surface density

S (R) = 3o (R-Ro)/Ra, (6.8)
wherey is the local surface density afy is the radial scale-length of the disc, has

212,
N(L,) ~ H_ORJE*(Rngo)/Rd, (6.9)

Ve
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where we have assumed a constant circular speed,;se %.dRy. Combining equations (6.6),
(6.7) and (6.9), we have

N(Vy,R) = @e—(%—%)/%gexp [_A%“L—T’LZ)] ) (6.10)

Our assumption of constaw allows us to evaluatk (Ry), because then
~A®eii(R Lz) = 5LE(Ry >~ R %) + ¢ In(Ry/R), (6.11)

so the normalisation condition=t 277 [ dRRP reads

g - Acpeff(Ra LZ)
ﬁ_/dRexp[——(72 }
:/dRexp[c(zlnRg/RJrl—Rgz/Rz)} (6.12)
=9(Cc)Ry,
where
2
c(Ry) = ZUXERQ)’ (6.13)
and
e&(c—3)
glc) = % (6.14)
So
2 ADg —
(V. R) = ch?c) & [_ 2 - RngRO}
2 _
_ chﬁc) exp {c (zm% L1- %) - %} | (6.15)

As here we are aiming at velocity distributions and not atedensities at a certain position, we
will henceforth use the normalised velocity distributidradixed radius R

N Rg >\ Rg—Ro
n(ve|R) = ol exp [c (Zln R +1 R2> Ry } , (6.16)
where_4” normalises the integral ofin v,, to unity.

Note that on the right side of eq. (6.16) the dependencegois carried by the instances of
Rg = Rvy/Vc and byc(Ry).

From equation (6.6) we expest (which has the units of a frequency) to be constant when
0 < V¢, and indeed from an asymptotic expansion of equation (6dr2)arge ¢ we obtain
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Figure 6.1: Upper panel: The functigic) defined by eq. (6.14) with solid red line and the
approximation of eq. (6.17) shown by a dashed green line.ec@anel: the relative difference
between the approximation and the underlying formula.
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g(c) Dc %20 0 andK = v¢/(2r%/?Ry). Fig. 6.1 shows thag(c) satisfies this expectation
throughout the entire parameter range of interest. €or 25), the direct computation @f{c)
becomes impractical so that apart from the advantage of sncally less costly formula a
reasonable approximation must be found. The dashed greeimlFig. 6.1 demonstrates that for
¢ > 2 this is achieved to high precision by

T
g(c) ~ 260913 (6.17)

Alternatively g(c) can be stringently approximated using eq. (8.327) of Gragsh& Ryzhik
(1980), but our term appears to be the best compromise oflisity@nd accuracy throughout
the interesting part of the parameter range. &ave adopt the radial dependence

0(Rg) = gpe (Fa=Ro)/Ro. (6.18)

Above we have restricted ourselves to stars \Eith- 0. However, to the extent that the motion in
R of a star is unaffected by its motion perpendicular to the@)éhe distribution we have derived
will apply to the population formed by all stars that now Irethe solar cylinder (the region
restricted in radius t&® ~ Ry but unrestricted irg). From our formulae we have that the shape
of this velocity distribution is controlled by four parareet: the galactocentric radius of the
measuremerR, the scale-lengtRy of the young disc, the local velocity dispersiog, and the
scale-lengtiR; on which the velocity dispersion varies. The first two parsargeare generally
well-known and for fits of the solar neighbourhood can be a&yt= 8kpc andRy = 2.5kpc.
The value ofRy is less clear and will be discussed below.

The dependence of(vy|Ro) on gp andRy is shown in Fig. 6.2. In the upper panel we hold the
dispersion scale-length constant & kpc and show the velocity distributions for local disper-
sion values ofgg = 20,25,30,40,50kms 1. As gy increases, the distribution becomes wider
and the low-velocity tail rises much faster than does thé-wgjocity tail, corresponding to an
increasing asymmetric drift. Simultaneously, the peakvklcshifts to lower velocities. The
lower panel shows the velocity distributions for fixegl= 30kms™2, but different scale-lengths
of the velocity dispersionR; = 10,7.5,5,4kpc. Smaller values dR, imply higher dispersion

in the inner regions of the Galaxy and lower dispersion indhtskirts. Thus for smaR, stars
from the inner disc can more easily reach Bgecompared to their counterparts with lard®y

so the azimuthal velocity distribution is more skewed aneetis a strong low-velocity tail. In
the most extreme casRy = 4kpc, the model breaks down, &&)/? approaches in the inner
regions. Notice that aB; falls, the mode of the velocity distribution shifts to highg, even

as the talil at higlv, becomes weaker. This effect reflects the fact that starslanigie random
velocities spread their contributions to the velocity digttion over many radii, while stars with
small random velocities localise their contributions. Gansently, wherRy is small, the width

in R over which stars contribute tq, narrows strongly agy increases, which puts stars with
Rg ~ Ry strongly in control of the mode of the loca), distribution.
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Figure 6.2: The behaviour of eq. (6.16) for different locapersions (upper panel) and dif-
ferent scale-lengths on which the dispersion varies (Igpaerel). The radius of observation
is R= 8kpc at a young-disc scale-lengitay = 2.5kpc. In the upper panel we set the scale-
length of the velocity dispersion 8, = 3Ry = 7.5kpc and show results for local dispersions
0o = 20,25,30,40,50kms ™1, while we usegy = 30kmst in the lower panel.
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6.4 The velocity distribution as a function of distance from
the plane

In the previous section we sBt = 0 to obtain results that are approximately valid for the dis-
tribution of stars inv, regardless of their distance from the plane. In practice avedetermine
the velocity distributions of the stars that lie in variousreror-less narrow rangesan\We must
now consider how these distributions will vary wizland differ from the aggregate distribution
determined above. In the following we do so using a numbeudéagrude physical approxima-
tions. These approximations give useful physical insight why the distribution irv, varies
with |z as it does, but ultimately the value of our final fitting formwoes not depend on the
correctness of the arguments used to motivate it.

6.4.1 Weights of different populations as functions of

The key idea is that within the solar cylinder there coexiahgnpopulations, one for each value of
Rg. Indeed the chemical compositions and ages of stars vatigragsically withRy (see e.g. Luck
& Lambert, 2011; Bensby et al., 2011a; $ahich, Binney & Dehnen, 2010, for observations
and a short discussion of consequences for studies of kilesha Moreover, the smaller a
population’s value oRy, the larger will be its mean value &, and therefore the larger will be
its vertical scale-height at radiusR; hereh(Rg, R) is the distance that at radiisprovides the
best fit to the vertical density profile of the population tigh

Nry(R2) O %e'ZVh. (6.19)

Note that with this formula we are not asserting that thevesdlcal density profile is exponential,

but simply identifying the characteristic vertical extaitthe population. We now investigate
how the vertical extent of the population increases Wthecause the vertical restoring force,
which scales likex (R), decreases outwards.

BM11 show that a very good approximation to the vertical dyigaraf a population of stars can

be obtained by assuming that the vertical action

1
L= f dzv, (6.20)

of the population’s stars is adiabatically invariant as sker's oscillate in radius. We use this
adiabatic approximatiom@) to estimate the ratib(Ry, R) /h(Rg, Ry).

J, can be evaluated analytically only for a vertical foiethat is proportional t&® 1 and to

the local surface density of the digg so we assume these dependencies in order to gain an
analytic model — in realit)K; has a much more complex dependence,amhich does not yield

an analytic expression fd&,(J;). Then the vertical action is

23/2 7y,

L= [ dz/E ke, (6.21)

0
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wherek is a constant and
Zm = (Ez/k2)Y (6.22)
is the height at which the radical vanishes. In terms of thieabée 6 = z/z,, we have

3/2 1
3,- %(kZ)l/Zzin“’/z / d6v/1—69. (6.23)
0

With the AA, it now follows that
zm O 5~V (@Ha), (6.24)

The scale-height(Rgy, R) of the population will scale likeyn, so

h(Ry,R) [ Z(R) —1/(2+a)_ R— Ry
h(Rg.Ry) (Z<Rg>> - eXp<—(2+a)Rd) - (6.25)

Photometry of edge-on spiral galaxies shows that the dvarale-height varies very little with
radius (van der Kruit & Searle, 1982). Since the velocityédision at radiuR will be dominated
by the population that ha&; = R, we assume that

ho=h(R,R) (6.26)

is independent dR. Hence

h(Rg,R) R—Ry
wn Pz am) o0

For stars that make only small-amplitude vertical osédlas, K, 0 zsoa = 2. If the amplitude

of a star’s oscillations significantly exceeds the locat disale-height (but is none the less small
compared tR), a better approximation is that the disc is razor thinKga~ constant andr =

1. For amplitudes not small compared to the disc’s scalgtlera yet smaller value af is
appropriate. In the fits described below we assumedatadcreases with according to

~1.57/1. <1
a(z):{z 152/L5kpe  forz< 1.5kpe (6.28)

0.5 otherwise

These choices are educated guesses that produce usefs. resu

Let the ratio of the contributions to the distribution vg at heightz of the population with
guiding-centre radiuRy and the local population be given by the factgz, Ry — R). Then from
equation (6.15) the distribution of, at altitudez above the plane is

(Rg —Ro)
Rd

N(Vy|R,2) = gJ(Z) exp{_ } exp{—%} f(zRy—R), (6.29)



132 CHAPTER 6. ANEW FORMULA FOR DISC KINEMATICS
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Figure 6.3: The relative contributions given by eq. (6.30he populations with guiding-centre
radiusRy measured at galactocentric radRi$o the velocity distribution at various values |af.
We usea = 1.5, hp = 300pc andry = 2.5kpc.

where./" is a new normalisation constant.
By equation (6.19), the factdrwill scale as

NR, (2)
MR =R =
_hRR [l (, hRR
“h(Re.R) eXplho (1 h(Rg,R)>] (6.30)

ol ool ol )

where in the second step we have used the definition (6.26).68 shows, for five values of
z, how f varies withRy atR= Ry. At z=0, f is an increasing function d®y because at large
Ry stars typically have smalt, and therefore are more numerous in the plane than in the solar
cylinder as a whole. Az = 1kpc, by contrastf falls with increasindRy because high above the
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plane a sample is richer in stars with snf&jl and therefore largg;, than is the solar cylinder
as a whole. The formula attains a maximum, where the locéguzight of a population equals
the altitude. Since by definitiofi(z, Ry — Ry) gives the enhancement of stars with guiding-centre
radiusRy relative to local stars, all lines intersect dt-€ 1, Ry = Ry) irrespective of the chosen
altitude.

6.4.2 Impact of the AA on the radial motion

The AA predicts that any star’s value &f varies as it moves radially. Since the star is moving
in a time-independent potential, its total energy is camtstid follows that changes ik, must be
compensated by changes in its energy of motion paralleetptdne. Sincé; is a true invariant,
the energy®er(Ry, L) associated with the underlying circular orbit is unchangedchanges in
E; must be compensated by changes in the radial ertgggiience (6.3) becomes

L&+ A®e(R ;) + AE, = constant (6.31)
where
AEZ(‘]Z7 R7 Rg) = EZ(‘]27 R) - EZ(JZ7 Rg) : (632)

takes into account the decrease in a star’s vertical enargynaoves outwards: by conservation
of energy, this energy must be transferred to the radialanotOne way of thinking about this
energy transfer is to imagine that the star moves at constaargy in an effective potential

ADy(R L;) = A®er(R L) + AE(J, R Ry), (6.33)

which might be called the “adiabatic potential” since ithe effective potential for radial motion
that follows from adiabatic invariance of the vertical nooti At R > Ry A ®,qincreases wittR
less rapidly than the standard effective poterfigl, SO stars can reach larger radii than they
could if E; were constant. BM11 simulated this effect by simply incneg&i, to L, + J,.

With the power-law forms of the vertical potential that wéraduced above, we can obtain the
dependence d&, on 2. From equations (6.22) and (6.23) we find

E, 0 5%/2+a, (6.34)

SO

AE,(3,,R Ry) = E5(J,R) {1 —exp (H)} . (6.35)

Our plan is to usé E;, to modify our expression (6.10) fox(vy|R, z), which has no dependence
on Vv; and therefore does not specify a valuelpbr E;. Therefore in equation (6.35) we now
replaceE;(J,, R) by an estimat&; of the typical vertical energy of the stars that are encaedte
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Figure 6.4: Demonstration of the effect on velocity digitibns above the Sun of addidd; to

the effective potential to allow for the tendency of vertieaergy to shift orbits outwards. The
velocity distributions are derived from fits to the modelsadissed in Section 6.5.1. Full curves
show the full corrections witle; (“corr”), dashed lines give the same models with the simple
adiabatic approximation (“sAA”) ignoring energy consdiwa.
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at (R, z) with angular momenturh, = Rv,. Equation (6.47) in Section 6.7 is an expression for
E; in terms ofh(Ry, R) and the vertical component of the gravitational potential.

Our next step is essentially to replad@es by A @44 in equation (6.29) but before we do this
we have to recall that the prefactgfc) arose from normalising the radial probability density
P(R|L;) as given by equation (6.6). For consistency in this formutamust now replacA ®g

by A ®@,4, with the consequence that the normalising integral is ngéo analytic. Therefore our
final formula for the distribution o¥, at a given point in the Galaxy must be written

n(ve|R,2) = e (Ro—Ro)/Ra ZHR‘J%K

X eXp {— A;ad] f(zRy—R), (6.36)

where K(c,E;,Ry) is the numerically-determined result of normalising theiged form of
P(RIL;) [cf eq. (6.12)],.#" normalises the distribution in, and f is defined by equation (6.30).
Fig. 6.4 illustrates the effect that the inclusion&it; in the effective potential has an{vy|R, z)
by showing forR = Ry and several values af the velocity distributions predicted with (full
curves) and without (dotted curve8,. IncludingAE; moves all velocity distributions to lower
Ve, particularly on the left side. The magnitude of the shiftreases witlz because at low,
N(Ve|R, z) is dominated by orbits with smélll, and therefore smalAE,.

Far from the planez~ 2kpc) equation (6.36) breaks down because the physicaigdgEns on
which it depends fail. A problem that must be encounteredatesheight is that the vertical
frequency becomes comparable to the horizontal frequesacthe assumption of adiabatic in-
variance ofJ; fails — the coupling between the horizontal and verticaliors becomes strong
and complex. However, BM11 did not encounter problems wighath below~ z= 2kpc. The
failure we encounter here probably arises from equatict7eor E,, so we below explore the
effect of limiting the energy transfer by placing an uperition the value ofE; to less than
(50kms )2,

6.4.3 Velocity moments

From the formulae we have in hand we can calculate a varietyashents. Suppose the stellar
population of the disc were a superposition of populatitvas haveDFs of the form

R, Lz, &z € Ze_ z 227 .
f(Er, Ly, E,) O e ErR/O°g E/O (6.37)

where the dependence &g is inspired by equation (6.19). Then since thisis a Gaussian in
Vg, We would have(va) = d2. To each value oRy and therefores, we could ascribe a fixed
value for (v3) = 02, where in general lowev,, are connected to highév) = 2. Hence the
velocity dispersion of the entire disc could be obtainednftbe weighted average

(V8) (R2) = [ dvgn(vIR 202(Rug/ve). (6.39)
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Similarly the asymmetric drift would be
Va(R z2) = ve— /dv(p N(Vp|R, 2)Ve. (6.39)

From the work of Section 6.4.2 we know thlg is not strictly a constant of the motion on
account of the transfer of energy between the radial anicaérhotions, so these formulae are
only approximate. We shall see that they are neverthelegalus

The DF (6.37) is also a Gaussian Vg so naively we haveév2) = g2 for the population formed
by stars of a given value df,. However, when calculating/?) for the entire disc it is essential
to bear in mind the radial variation &, implied by adiabatic invariance @k (eq. 6.34). In
effect this variation oE; causes; to vary with radius even at fixeld,. Hence an approximate
expression for the vertical velocity dispersion of the endiisc is

2/2+a
() (Rz) = /dv(pn(vq,]R, 2)0,*(RoV/Ve) (%) . (6.40)

6.5 Applications

6.5.1 Comparison with torus models

To evaluate the performance of the above equations we fiteloeity distributions of the torus
model of BM11. ThepF of this model is

Vv _ 2
fdrLade) = fo (Jr,Lo) X 5 e "%, (6.41)
z
where
Q> _ 2
fo, (Jr,Lz) = 02K [1+tanh(L;/Lo)]e Kk /of (6.42)
rIRe

Here Q(L;) is the circular frequency for angular momently k(L) is the radial epicycle
frequency and/(L,) is its vertical counterpart anB(Ry) is given by equation (6.8). The factor
1+tanhL;/Lp) in equation (6.42) is there to effectively eliminate stancounter-rotating orbits
and the value off o is unimportant provided it is small compared to the angulam@antum of the
Sun. In equations (6.41) and (6.42) the functiopd_;) ando; (L;) control the vertical and radial
velocity dispersions. The observed insensitivity to radfi the scale-heights of extragalactic
discs motivates the choices

o‘r(LZ) = O'rOeQ(RO*RC)/Rd

whereq = 0.45 ando;o and o are approximately equal to the radial and vertical velodity
persions at the Sun. BM11 take the of the entire disc to be the sum ob& of the form (6.41)
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Table 6.1: Parameters of the torus modeks

Disc | Ry/kpc oro/kms™t og/kms?t Lg/kpckms?
Thin 2.4 27 20 10
Thick 2.5 48 44 10

Table 6.2: Parameters of the potential employed

Component X(Ry)/Mopc? Ry/kpc h/kpc Rm/kpc

Thin 36.42 24 0.36 0

Thick 4.05 2.4 1 0

Gas 8.36 4.8 0.04 4
Component p/Mopc3 q vy B ro/kpc r¢/kpc
Bulge 0.7561 0.6 1.8 1.8 1 19
Halo 1.263 0.8 -2 2.207 1.09 1000

Z 0o Ro ho  (VR)Y? (VR é/l\jll X2

0 | 2707 530 — 309 334 0.000095

250 | 2756 539 2298 323 352 0.000134
500 | 2923 570 1704 364 404 0.000265
750 | 3330 625 1904 441 484 0.000338
1000| 3893 686 2477 539 551 0.000063
1250| 4085 690 2813 600 587 0.000079
1500| 4221 729 2945 624 607 0.000034
1750| 4445 826 2847 637 618 0.000113
2000| 49.27 1090 2715 648 631 0.000363

Table 6.3: Values of the parameters for the fits shown in Elg.\8hich employ the simple adia-
batic approximationz denotes the distance from the plane in parsBgghe scale-length of ra-
dial velocity dispersionhg the local scale-height. We fixed the circular speee 216.25kms ™t
and disc scale-lenglRy = 2.4 kpc to the values used by BM11. For a further comparison we giv
the rms radial velocity from eq. (6.38) and the value of theesponding parametek gm11 Of

the torus model. All fits and thej? values were derived for 60kmé < v, < 260kms L. Note
that thex? values are not sensible per se, but a mere description oéld/e fit quality, as there
are no proper errors on the theoretical distributions ugohey the fit.
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Figure 6.5: Fitting velocity distributions of a torus modiem BM11 at different altitudes using
eg. (6.29). Points show values from the torus model and theesishow our fits to these points.
The scale-length of the disc was fixed at the BM11 valuBpf 2.4kpc, the parametear used
to estimate the adiabatic invariant was set via equatid8j6.
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for the thin disc, and a similawF for the thick disc, the normalisations being chosen so that a
the Sun the surface density of thick-disc stars is 23 per aktiite total stellar surface density.
Table 6.1 lists the parameters of each component obthe

BML11 took the gravitational potential to be that of Model 2 irliven & Binney (1998a) modi-
fied to have thin- and thick-disc scale-heights of 360 pc akucl(Table 6.2). In this model the
disc contributes 60 per cent of the gravitational force an$hin, with dark matter contributing
most of the remaining force.

Distribution in vy

The points in Fig. 6.5 show the, distributions of the BM11 model &, and heights up to
2kpc, while the curves show the fits to these points that wainifitom equation (6.36) when we
approximated ®,q with A ®er. We takea from equation (6.28) and at each locatig®y, z) we

fit the givenv,, distribution independently by adjusting the parametgy, <R, andhg. Table 6.3
gives the parameter values obtained from the fits and als@thal velocity dispersions that the
fits yield through equation (6.38) and the true radial vejodispersion within the model. Notice
that the parametey rises from 27kms? at the plane to 48km$ atz ~ 2kpc and that these
values coincide with the values of the corresponding patarsén thedFs of the thin and thick
discs, respectively. Fig. 6.6 and Table 6.4 show the fitsiobteto the same data whéd,q in
equation (6.36) is evaluated from equation (6.33) wiffy, replaced byE, from equation (6.47).
In both Figs. 6.5 and 6.6 the quality of the fits is excelleottlge inclusion ofAE; improves
the optimum fit only marginally. However, inclusion 4fE, does change the optimum value
of hg significantly and in the sense of bringing it closer to thestagzale-height of the model
disc, which increases from small values very close to thaglavhere the gas disc dominates
the gravitational potential, through 300pczt 300 pc, where the thin disc accounts for the
majority of stars, to~ 1kpc at large heights, where the thick disc is dominant. Nio&t far
from the plane the dominant population’s scale-helgtis significantly smaller than the locally
measured scale-height of the disc because the populatidonisnated by stars witRy < R,
which by equation (6.25) havgRy, R) > hg. Even so, whed\E; is omitted, the fitted values of
ho are unexpectedly small. IncludibE; increasesg at all heights, while limiting the values of
E; employed to less thafb0kms1)? yields intermediate values &, which are not far from
constant as we would wish. The reason addivigy to the effective potential increasés is
that AE; increases the contribution to the velocity distributiorRatof stars with small values
of Ry and thereforev, and thus reduces the need to suppress the contribution pbthdation
with Ry ~ Ry, which dominates the peak of thg distribution, relative to the stars that form the
prominent left wing of the distribution. The other improvem effected by including\E; is to
lower <v§>1/2 slightly and thus bring it closer to its true value at higlitattes. When there is no
upper limit on the values d&, used in the calculation a&E,, this lowering of(v%e)l/2 becomes
excessive above~ 2kpc because at such altitudes the vertical energy becoomegazable to
the radial energy.

Irrespective of whetheAE; is used, the scale-lengfR, exhibits a continuous rise in the fits,
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2
z 0o Ro ho (V)2 (2) é/Mll X?

0O (2706 531 505 309 334 0.000097
250 | 2746 548 3472 321 352 0.000310
500 | 2965 561 3234 371 404 0.000267
750 | 3399 614 3268 454 484 0.000338

1000| 3981 679 4387 554 551 0.000060
1250| 4199 681 5332 623 587 0.000085
1500| 4308 740 5641 636 607 0.000040
1750| 4383 850 4964 623 618 0.000117
2000| 4394 1070 4162 583 631 0.000234

0O | 2706 531 505 309 334 0.000097
250 | 2746 548 3472 321 352 0.000310
500 | 29.65 561 3234 371 404 0.000269
750 | 3399 614 3268 454 484 0.000338

1000| 3988 674 3910 557 551 0.000062
1250| 4174 679 4018 619 587 0.000081
1500| 4272 728 3907 634 60.7 0.000035
1750 4369 813 3458 631 618 0.000105
2000| 4587 1018 3019 617 631 0.000230

Table 6.4: Fit parameters when the vertical energy coordik; is included. The upper half
applies the unlimited correction and its fits are presemded. 6.6. The lower half includes an
upper limit AE, ~ E; = (50kms1)? that produces comparable fits, but prevents a breakdown
of the horizontal dispersion starting arouné- 2kpc. Fits were taken with the same fixed pa-
rameters and in identical range as the fits described in T&Blebut this time with non-zero
AE;.

moving away from the valu®y/0.45 of the corresponding parameter of the torus moéRal.
comes closer t&®y/0.45 the lowera is chosen at higher altitudes.

Distributions in vg

As we remarked in Section 6.4.3, tb& (6.37) is such that stars of givdn have a Gaussian
distribution invg. Consequently, the distribution ug of all stars found at a given distance from
the plane should in this picture be a weighted sum of Gaushsnbutions with the weights
implicit in equation (6.38). Fig. 6.7 compares this preidict(lines) at several altitudeswith the
corresponding distributions from the torus models (datatph The overall agreement between
the data points and the predictions of the formula is rentdekevthen one bears in mind that
the curves have not been obtained by fitting to the data pokitkow altitudes (red and green)
the formula predicts a distribution that is slightly too ghlg peaked and deficient in the wings.
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Figure 6.6: Fitting the velocity distributions of BM11 at féifent altitudes using eq. (6.36). The
scale-length of the disc was fixed at their valu&gt= 2.4 kpc and the parametarwas assumed
to be the function of specified by eq. (6.28).
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Around~ 1kpc from the plane the fit is near perfect. The agreementdsgivihe curve for 2kpc
and the data points &ir| < 50kms™t is much better in the lower panel than the upper panel,
vindicating the use of the correction provided dig,.

6.5.2 Application to the Geneva-Copenhagen Survey

We have fitted the full formula (6.36) at an altitudezef 40 pc to the velocity distribution of the
Geneva-Copenhagen Survey (GCS) of F and G stars (Nordsdt al., 2004; Holmberg et al.,
2009). As sample we selected the full 13520 objects that hsasured space velocities. We
adopted/. = 220kms ! and assumed that the Sun’s velocity with respect to the L®aidard
of Rest is 124kms™! (Sctonrich, Binney & Dehnen, 2010), so 222kms ! was added to
the published heliocentrig, velocities. Given that the sample lies near to the mid-plarmere

a = 2 would apply, we adopted = 1.5, and we also set the local scale-heighhge= 200 pc:
whena andhg are allowed to vary when fitting to the data, they prove to bengfly correlated
in the sense that low values af enhance the contribution of populations with smaRgrand
thus favour larger values o for balance. However, the differences between the resdidhe
various best fits are not statistically significant.

Fig. 6.8 shows two typical fits performed on the region ¥5@,/km s 1 < 250, which demon-
strate how nicely and naturally the formula reproduces the Gaussianity of the azimuthal ve-
locity distribution. The fits are for scale-lengtRg = 7.5kpc (blue dashed line) ari®; = 5kpc
(red solid line). The shorter scale-length provides théebdit at lowv,, and the worse fit to the
high-velocity tail. The shorter length scale also yieldsgmaller value of the velocity-dispersion
parametergg = 22.90+ 0.45kms ! versusop = 24.57+ 0.48kms L. In the plane the core of
the velocity distribution is dominated by the youngest péthe thin disc, while the wings of the
distribution will be dominated by the thick disc, and as weqaed from the core to the wings
of the distribution stars of ever increasing age will growimiportance. Hence the true distri-
bution inv. < phi reflects the entire star-formation history of the Galaxy amdcannot expect
to obtain a perfect fit to it by adjusting a single velocitgersion parameteqgy. Moreover,
the statistics of the GCS catalogue to some extent reflectoimplex selection biases involved
in the catalogue’s formation, and we have made no attempglicate these biases. Neglect
of these complexities is presumably why our fit is less goaahtthat obtained by Séhrich,
Binney & Dehnen (2010). The presence of kinematically haitgects is confirmed by the esti-
mated value foiop drifting to higher values when we expand the velocity inén which we
perform the fits. A couple of thin-disc scale-heights abdweplane the population will be more
homogeneous, being dominated by the thick disc, and it shimeilpossible to obtain better fits
by adjustingop.

Interestingly, on testing for a systematic shiftvp the formula recovered to 2km $ the ex-
pected local standard of rest both from the GCS data and fremelocity distributions of the
torus models at low altitudes. At higher altitudes the penfance deteriorates due to the higher
uncertainties. We found that for local staYE; does not play a significant role, although it gives
a bias of order 1kms'. In a forthcoming re-determination of the local standardest we will
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Figure 6.8: Fitting the GCS velocity distribution with a typarameter fit, using only a normal-
ization constant and the local dispersion The lower panel shows the fit on a logarithmic
scale to show the wings, while the upper panel presentsribarliscale. We separately dig for
dispersion scale-lenglR, = 7.5kpc (blue dashed line) arR}, = 5kpc (red solid line).



6.6. CONCLUSIONS 145

take this effect into account.

Fig. 6.9 compares the GCS data with thalistributions that follow from the fits ta,. Itis clear
that the formula under-estimates the width of thalistribution. In Section 6.5.1 we found that
in the case of the torus model at smaj| the fittedvgr distribution was somewhat narrower than
the true one even though thig distribution was very closely fitted. Correspondingly, ie tase

of the GCS data, the failure of the fit to thig to adequately populate populate the wings of the
distribution is mirrored in the fit to theg distribution in Fig. 6.9 being least satisfactory in the
wings.

6.6 Conclusions

The distribution of azimuthal velocities in the disc of aagaf like ours is very skew and varies
systematically with distance from the plane. Naturally events to be able to quantify such
a distribution in an effective way. The traditional approax fitting it with a superposition of
Gaussians (e.g. Bensbhy et al., 2003; Ivezic et al., 2008; Mo&dnie et al., 2006) is unsatisfac-
tory, both because there is no physical reasoning behingsthef a Gaussian when the distribu-
tion is not dominated by measurement error, and because avkaperposition of Gaussians is
used, the parameters of the fit are neither unique nor pHiysictormative.

Our formula is based on the approximation that the vertictibas of stars are invariant as
stars oscillate radially. We have refined this approxinmatly considering anew the impact
that vertical motion has on the radial oscillations, which BlMound to be a significant effect.
Our treatment of this effect, being based on overall eneapservation, is conceptually much
sounder than that of BM11 and promises to play a valuable rotee interpretation of stellar
velocities with rigorous dynamical models. However, we fthdt the power of our formula
is only marginally improved by our more rigorous treatmehhow vertical motion affects the
radial oscillations.

Ultimately, our formula is just a fitting formula rather thandynamical theory, even though
we have derived it from dynamical considerations. Someithie derivation highlights is how
closely the horizontal and vertical motions of stars arerimtined, notwithstanding the adia-
batic invariance of actions. Because both the vertical amzdatal random velocities of stars
increase with age, as one moves away from the plane the mibaisf ane sees fundamentally
changes in the sense of increasing age and decreasing odbiuh. The cleanest way to model
this phenomenon is by means oba like those presented by Binney (2010), but a couple of
computationally challenging steps are required to exioaservationally testable velocity dis-
tribution such asi(vy) from aDF: first a connection has to be established between ordinary
phase-space coordinates and the isolating integrals upmmwheDF depends, and then one has
to marginalise over two velocities. Evaluation of our follenis trivial by comparison.

Our derivation makes it plain that no population of starssienultaneously have scale-height and
velocity dispersion that are both independent of radius:stib-population formed by stars that
have a narrow range of angular momenta must inevitably aserén scale-height and decrease in
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vertical velocity dispersion with increasiig) and if stars of larger angular momenta are added
in to hold constant the scale-height, they will have to hawesgen smaller vertical velocity
dispersion, so the vertical dispersion of the entire pdpmravill decline steeply outwards. Given
this situation, it is unwise to seek to define the thick disteirms of a given scale-height and
velocity dispersion, as some recent papers have done.

We validated our fitting formula by using it to fit the distriilmns ofv, components at several
distances from the plane in a model with a well-definedhat included both thin and thick discs.
Excellent fits were obtained. The values of the fitting paransevaried slightly with the level of
sophistication of the model employed, but were broadly ireament with the values we would
expect given the underlyingF, especially when the most sophisticated approximationg we
used. This exercise implies that physical significance easttached to the values of parameters
derived from fits to real data. Each fit tosg distribution implies a model of the corresponding
VR distribution. In our tests these models turned out to be ueeful although showing a slight
tendency to be too narrow at smgi.

We fitted the formula to thg, velocities of GCS stars and obtained good but not perfectdits f
plausible values of the parameters. The blemishes in thisseifi arise from three causes: (i)
the well known presence of pronounced clumping of starsen(thV) plane (Dehnen, 1998),
(i) the need to model subtle selection effects in the GCS &amapd (iii) our formula is derived
from an isothermabF and must encounter difficulty fitting data drawn from a systhat is a
superposition of systems with very disparate dynamicaperatures. Hence in part the diffi-
culties encountered in fitting the GCS data may reflect the rtapoe at the extremes of thg
distribution of the thick disc and/or stellar halo. With agar body of data, or data taken further
from the plane, it might be profitable to fit the data to a sumwad br more instances of our
formula. Our fit to thev, components yields a model of th|e components that is rather too
narrow, in agreement with our work with the model based or.a

Our formula could be used to fit the line-of-sight velocitgtdibutions (LOSVDs) of galaxies
in which individual stars are not resolved (e.g. Bacon et28l01). Since our formula has been
derived on the assumption that the circular speed is indbpef radius, it might fail to produce
a satisfactory fit to the velocity distribution of stars inalaxy with a distinctly non-flat rotation
curve. The physical basis of our formula breaks down at dcsta from the plane of order 2kpc,
so failure to fit data for stars at higher altitudes might hawephysical significance.

We derived our formula by adapting to the three-dimensiamald the planapr of Shu (1969).

It would be interesting to adapt in a similar way the planaiof Dehnen (1999b), which Dehnen
has argued is in certain respects superior to thetBhiwnfortunately, the adaptation of a planar
DF is a non-trivial exercise on account of the intertwining bé tradial and vertical motions
mentioned above. Therefore in this paper we have confinesetlwas to the ShoF, which
proves to provide a very useful point of departure.

Data for stars that lie at significant distances from the @kare now becoming available (lvezic
et al., 2008; Siebert et al., 2011). The measured spaceitvetoaf such stars contain significant
errors arising from a combination of errors in proper-motmd distance. It is essential to take
proper account of these errors when inferring the true katers of the underlying populations.
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Our formula provides the natural way to do this: one fits thiada the result of folding the
formula with appropriate distance and proper-motion atr&ctdnrich, Asplund & Casagrande
(2011a) use this methodology to extract in an elegant waynfieemation contained within the
measured distribution of azimuthal velocities of stars lave quite large random velocities. We
will shortly present similar analyses of samples that idela higher proportion of disc stars.
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6.7 Appendix: Estimating the typical vertical energy

In this section we estimate the typical vaIE_g(Rg) of the vertical energ¥,(J;, R) of the stars
that we encounter with specified angular momentyra Ry, at a given locatioriR, z). Let o,
be the vertical velocity dispersion @R, z). then

EZ(Ry) ~ 307(Ry) + @4(2). (6.44)

Regardingg,, we have that to an excellent approximation the verticahdeguation reads (Bin-
ney & Tremaine, 2008, eq. 4.271)

d(po?)  do,
= —p~ (6.45)

Neglecting the derivative of la? relative to that of Irp this yields

do

2 z

—h 6.46
GZ dZ ) ( )
whereh = —(dInp/dz)~! is the local scale-height of the population. As we saw fromagipn
6.27 the local scale-height decreases towards lower guméntre radii, if we assume all popu-
lations to have at their guiding centre radius a constaréduzight. Hence finally we adopt:

Ez(Rg) = 3h(Ry, R)ddiz)z +@(2). (6.47)

Equation (6.47) involves the potential and its derivativealtitude z. We obtain these from
a simple mass model with a razor thin gas layer that at the sathus has surface density
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12 M., pc~? and three exponential stellar components. In each suchaoempthe mass per unit
surface area within distaneef the plane is

5i(2) = 5o (1 e hi) . (6.48)
The three components represent the thin disc, the thickadid¢he halo with parameters

(21,0,22,0,230) = (30,10,70) M, pc_2 (6.49)
and

(hy, hy, hg) = (300,100Q 4000 pc. (6.50)

The halo contribution was chosen to match the local verpo&ntial from the adopted Dehnen
potential, which was used for the torus models to which wepama our formalism — the modifi-
cations required for a different radius or disc mass are lein\fye approximate the contribution
®;(z) to the potential from théth component by assuming that the component is an infinite
plane-parallel sheet. Then

B(2) = 211G o |2+ i (€7~ 1) |. (6.51)



Chapter 7

Application of the formula to study
kinematics and changes to the adiabatic
approximation

7.1 Abstract

In this little chapter the necessity for a change in the atialcorrection is shortly discussed,
followed by a comparison of the two possible solutions: Arein the adopted angular momen-
tum of a star and the use of the adiabatic potential. We fincdhebatic potential more robust
and show that by pushing the orbits further out there is afsignt increase of the asymmetric
drift at larger altitudes, where the vertical energy anctitange with galactocentric radius are
larger. In the second part we lay out our error analysis foekiatic data and show an application
to the SEGUE sample.

7.2 Consequences of the new adiabatic potential for the adia-
batic approximation

7.2.1 correcting the adiabatic correction

In the previous chapter we motivated the need for changiadnénizontal potential when using
the adiabatic approximation. The need for this change igols\vas the adiabatic approximation
reduces the vertical energy of stars total energy consenvatviolated in the classical adiabatic
approximation. To correct for this we suggested in the previchapter to let the balance go over
to the horizontal term:

L2
Pad(R,Lz) = 555+ P(R) — A0, 3, R), (7.1)
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wherel; is the angular momentum parallel to the rotation a¥i&,(a,v2,R) is the relative
change of vertical energy in the orbit relative to its guglicentre radius. We call this term
the adiabatic potential as it describes the horizontal onadif the adiabatic approximation with
energy conservation. Binney & McMillan (2011) suggestedantcary that the orbits of their
stars can be very well described, if the vertical motion fhathes orbits outwards is accounted
for by using in the effective potential the entire angularnmemtum instead of its projection
onto the rotation axis. As of these two suggestions the gnapgservation arguments is on
firm grounds, this raises the question why and under whichlitions the angular momentum
approximation can be a sensible solution.

For the assumed vertical potential that follows a power laa/ia approximately proportional to
the surface density of the disk(R) we obtained in Equation (6.35):

AE,=Ezq (1—exp(—%z+ia>> . (7.2)

This term delivers the aforementioned outwards tilt of tfieative potential that pushes out the
inner boundary of the orbit and allows it to travel furthet.oMve can now directly check the
suggestion of Binney & McMillan (2011) for the assumed povav potential approximating

the contribution byE; to the effective potential with a term iry B?:

EZN_Ezgzia% (7:3)

If we now replacee; by the vertical velocity squared near guiding centre radiesshave simply
R L

Ermy ~ o (7.4)

and so our formula is a simple adding of angular momenta ieffieetive potential, ifzéa% ~1,
which happens to be the case near the re§lpn 2.5Ry. However, this only matches the first
derivative. Already the second derivative of the approxiaredoes not match its parent formula.
We check our assumptions for a naive potential in Fig. 7.1. uAgerlying potential we use
an unrealistic but handy potential with a constant circutgation speed, = 220kms?! and a
razor thin disc vertical potential with an exponentiallycti®ing mass surface density of scale
length 25kpc and a local mass surface density of 40pd~2. This potential is, however, useful
for tests, as we know the power law index to be precisely 1, eliminating uncertainty on the
right choice of this parameter. The upper panel shows ar stdoiting fromR = 8kpc z= 0pc
with initial velocities(VRr, Vg, Vz) = (35,220,20) km s 1 the lower panel displays an orbit with the
same initial kinematics, but starting frdf= 3kpc,z= 0pc. On the vertical axis we plot changes
in the horizontal energy teri, = Exinh+ et £, WhereE, is the assumed measure for horizontal
energyEinn is the kinetic energy in radial direction adeds ¢ are the three possible assumptions
for the effective potential. For the blue curves we take tlassical effective potential derived
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Figure 7.1: Testing the adiabatic approximation for twoitsrin an idealised potential. The
lines display the horizontal energy p&if = Exinh + @Pef ¢ for different assumptions: The blue
line shows the classical adiabatic approximation, the rgitess the angular momentum term
corrected according to Binney & McMillan (2011), while theaublline contains the correction
for vertical energy from eq.7.2.
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just from the vertical angular momentum and the potentigthédisc plane. Consistent with our
expectations this leads to a drift in the overall horizoeta¢rgy along galactocentric radiRs
with Ey, rising towards larger radii, as the simple adiabatic apjpnation neglects the energy
transfer from the vertical term. The red curves give the gné&r, measured with the adiabatic
potential, i.e. balancing the expected vertical energyngba in the horizontal term. As we
hoped, this term is (apart from the minor phase dependeiitat®ns around the mean value
that arise from our approximation to split the motion inteihontal and vertical parts instead of
calculating the orbit or using the real actions) complefklyin R for both plots, which implies
that the horizontal motion is correctly described by thehbdtic potential. The green curves give
the angular momentum approximation by Binney & McMillan (2D1For the adiabatic index
a = 1 of our chosen potential, our simple calculation suggéststhe approximation attains its
optimal value aRy = 3Ry = 7.5kpc, soEp should bend very slightly upwards f& = 8kpc in
the upper plot, as it really does, and bend strongly downsvetg: to severe over-correction of
the energies foRy = 3kpc in the lower plot, which it fulfils as well.

To demonstrate how important this kind of effects is for arecr assessment of Galactic kine-
matics, Fig. 7.2 shows the asymmetric drift in the kinematmdel of Binney (2010) with his
thin and thick disc distribution function against altitudeor this we use the best-fit potential of
McMillan (2011). With the continuous red line we plot the meatational velocities calculated
with our adiabatic potential. These are significantly belbesvalues from the original approach
without vertical energy correction (dashed blue line). Tifeerence is nearly negligible in the
disc plane, where vertical energies are small and growsrtistarger altitudes that require large
vertical energies that push the stars from the inner diswamats. As a side effect this relation
mildly decreases the importance of the thick disc in thelimpagts of the Galaxy from where the
thick disc orbits are pushed away and increases its relatipertance in the intermediate and
outer parts as orbits are taken to regions where they feeMesical restoring force and as we
have a more numerous population of energetic inner diss.star

As a last point we would like to mention a speciality of theaduditic potential: As vertical energy
tilts the effective potential outwards, the potential rmuoim shifts to larger radii. Stars with large
vertical energy and slow radial motion can hence be on aifigitsnever cross their guiding centre
radius as defined by the classic effective potential. We @mewed those peculiar objects in N-
body simulations (Solway et al. in prep.) and hope to find tlaso in real data once we can
derive more precise kinematics.

7.3 Application to SEGUE

Lastly we apply the fitting formula to data release 8 of SloagitAl Sky Survey (SDSS, York
et al., 2000) for stars that were observed spectroscopieath the SEGUE Survey (Yanny et
al., 2009). Stellar parameters for the stars were estimse) the SEGUE Stellar Parameters
Pipeline (SSPP, Lee et al., 2008a,b; Allende Prieto et 808P In contrast to the Geneva-
Copenhagen-Survey, which combined radial velocity measeinés with the Hipparcos paral-
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Figure 7.2: Comparison of the mean rotational velocitiesragaltitude above the plane with
and without the correction of the adiabatic potential. Weduan adaption of the formalism of
Binney (2010), using the potential from McMillan (2011).

altitude/pc  0-400 400-800 800-1200 1200-1700 1700-2300 z> 2300

num. stars 1002 7243 7630 5601 3637 3217
mean z/pc 433 595 985 1423 1971 2808
In(P) —-80.10 19523 —93.64 —88.22 —88.35 -87.1
1 - p-level 0999 1 0734 Q194 Q606 Q672
0o 326 316 341 37.75 4059 3942
ho 4328 5946 8561 6917 6513 4727
adopteda 1.38 108 072 028 —0.27 -1
<v§> 32.02 3544 3960 4589 5241 550
<v§> data 42.63 4579 4912 5525 6039 683

Table 7.1: Fit parameters and observers at different dégun the SEGUE DR8 sample. Dis-
persion values are from stars withh| < 200kms* and|W/| < 80kms™t.
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Figure 7.3: Velocity distributions from SEGUE DRS8 versus fite with parameters from table
7.1 at different altitude bins. Error bars give the Poissoise, but do not account for systematic
or velocity errors.

laxes and proper motions, SEGUE only contains line-oftsigthocities, proper motions and
stellar parameters. The survey is far deeper and covergex kawlume reaching higher altitudes,
but due to the larger distance proper motion errors tramghdd larger velocity errors. As there
are no parallaxes, distances are highly uncertain and etady of kinematics is complicated
by non-Gaussian errors arising from the distance uncéigainAs a first approach we adopt the
main sequence calibration of Ivezic et al. (2008) (Eg. A7heit Appendix) to obtain photo-
metric parallaxes for stars with gravities (@g > 4.1 determined in the SSPP. An alternative
that would reduce the loss of available objects would be &the method of Burnett & Bin-
ney (2010), however, we have sufficient numbers of starsatonth can afford to limit the risk
of systematic mis-selections by restricting the sample &nnsequence stars with a tight sur-
face gravity cut. The selection of stars, distance detatitin and derivation of kinematics are
done as in Sabnrich, Asplund & Casagrande (2011a) (see esp. their apperidi contrast to
Schonrich, Asplund & Casagrande (2011a) we do not make use oflitwation sample, but use
instead all objects that fulfil the target selection craest the categories: F turnoff, low metal-
licity, K dwarf, F/G dwarfs, M sub-dwarfs, G dwarfs in SEGURId of the categories: MS
turnoff, Low metallicity for SEGUE2. This gives 191522 ung entries among which 28830
pass our quality criteria plus a cut for20< (g—i)o < 0.7 (to remove red and very blue stars),
have [Fe/H]> 1.0, are considered to be within 4kpc distance and satisfyulface gravity cut
log(g) > 4.1.

With the distances space velocities of stars are readiutated in the heliocentric coordinate
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system, where we adopt again the proper motion of the Sun &chibnrich, Binney & Dehnen
(2010), a standard rotation velocity of 220kmsand a galactocentric radius Bf= 8kpc. Ve-
locities were transformed into the local coordinate systeirthe stars’ supposed position. The
necessity for the latter transformation is given by the esiien of the sample and reduces the
systematic drift in radial velocities.

For our tentative fits we cut the sample into six altitude sagiand performed separate fits. At
each altitude we fit the sum of a simple Gaussian halo compameha disc component with the
presented analytical function including the adiabatiaection and re-correction. As there are
very few halo stars in this sample, it contains insufficiebrmation for a determination of the
halo velocity distribution and hence we use the values framb6rich, Asplund & Casagrande
(20114) fixing the halo velocity distribution at Galactistevith an azimuthal velocity dispersion
of 70kmsL. Its normalisation is the only free fitting parameter applie this component. As
errors are relatively large, information inherent in théoeay distribution is limited and so we
fix the disc scale length &y = 2.5kpc, the adiabatic correction to= 1.7 —0.01|z]/ pc. As we
presented in Saimrich, Asplund & Casagrande (2011a) very reasonable fitsowitthe vertical
energy re-correction, we this time show results making tise o

Due to the large uncertainties of distances and proper motan elaborate error analysis is es-
sential to get at least a rough picture on the real distidioudif velocities underlying the observed
distribution. We identify three sources of errors in thetrilisition: The "direct” errors from
proper motions and the radial velocity determinations,uheertainties in distance determina-
tions directly stretching th¥ velocities and velocity "cross-overs” (cf. Schoenrich ket im
prep.) from the other velocity components by distance srror

The first category is easily accounted for: At each altitudep&rformed an error propagation
of the line-of-sight velocity errors and proper motion esronto the velocity components. This
error propagation delivers the error distribution fromgomotion errors as a sum of Gaussians
(for different error amplitudes), which is then folded onive@ theoretical distribution. We can
write this error function caused by the proper motion erews

[

where the sum runs over all stars going into the distribuéindg; ((AV, oy, 0) is the unbiased
Gaussian error of witlwyj for stari. We thus estimate the width of the error for a single star
to be the square root of the sum of the squared proper motiorseand squared radial velocity
errors on the velocity component in question, which arevedrby inserting the errors instead
of their observables into the terms connecting the velamityponents to the observables. The
normalisationNerr, pm just ensures thairr pm(v) has weight 1:

/errpm(AV)d(AV) _1 (7.6)

The second major source of errors is the uncertainty ofmists, leading to a second error distri-
butionerrq(v). Apart from the systematic uncertainties in the choice efltitus of isochrones,
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there is a small observational scatter in the measured \@asenagnitudes as well as a larger
scatter in the assumed absolute magnitudes, which direffégts the distance modulus esti-
mate. This error derives from errors in [Fe/H], in the alphhacement, in the observed colour
and in the reddening that affects both the inferred magaiamt dereddened colour of the star.
In this case we assume a global error &3%mag, which is applicable as the vast majority of
objects is sufficiently out of the plane to have relativelyiéar reddening uncertainties and the
decreasing uncertainty by influence of metallicity on thezigones with decreasing metallicity
is partly balanced by an increased intrinsic scatter in Hraqpeter determinations. As described
in Schonrich, Asplund & Casagrande (2011a) the distance error &d@aussian distance mod-
ulus error is highly non-Gaussian, but has a prolongeddaiatds larger distances. We obtain
the distance error distribution by transforming the Gaassiistance modulus error into relative
distance space. For the azimuthal velodityve calculate the average part of the squarege-
locity component in the sample that is carried by proper amstj{y. As the sample is rather
high up in the sky and additionally concentrates away froentktle apex and antapex of a circu-
lar orbit, the average proper motion partition drapproaches 1 (cf. also Satrich, Asplund

& Casagrande, 2011a). The distance error distribution la#esinto a map of the observed
velocity distribution onto itself that we to zeroth ordeipapximate as:

V —>V+(V—V@)Z_VA?S (7.7)

whereAs/sis the relative distance mis-estimate, &Wd- V) is the stellar velocity in a heliocen-
tric frame. Thisis not the only term. Additionally there ihdke small crossovers from tiheandV
velocities, that give a minor error term to tevelocities, which should again be shaped as a sum
of Gaussians. We approximate this by a single Gaussianterroerr, (V) = g(AV, 7kms™1,0)
(7kms1 would correspond to a 70km velocity dispersion at a conversion factor o5@&nd

an effective distance error of 20%. This has also the pleéasiéerct to waive a tiny numeri-
cal instability that happens by the integrationeofy at the solar velocity/,,. The entire error
calculation is done by first folding'r,m, thenerry and finallyerrc, onto the data:

fobS:errwoerrdoerrmef (7.8)

wheref is the theoretical velocity distribution anfgdys is its estimated observational represen-
tation. The folding with the error functions is numericatlgscribed with matrices mapping the
velocity space onto itself to keep the calculation budget mgasonable value. Due to their dif-
ferent positions in the sky we treat the halo and disc compisnseparately and take all stars
with V < 50km s for assessing the halo errors and all stars Witk 80kms ™! as basis for an
assessment of the disc velocity errors. We checked thadlailytic approach is equivalent to the
results of a Monte Carlo scattering of the stars in distanndglze observables. Numerically (to
speed up the calculations) the error propagation was stlyedtransition matrix i/ velocity

at 1kms resolution.

Table 7.1 shows fitting parameters and observables for tlaeséts at different altitudes binned
in 10kms ! intervals. Fits were performed in the azimuthal velocityga—250kms ! <V <
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280kms 1, the left limit fully covering the halo velocity distribwin to get the right normalisa-
tion, the right limit near the upper edge of the theoretiabuity distribution and thus placed
inwards of the high velocity edge of the observed distridnutio reduce the influence of mere
measurement error on the fits.

For the fits we used four free parameters, namely the noratialis of disc and halo, the local
horizontal dispersiomy and the local scale heighy. The p-levels given are taken in the disc
component region and hence they are a bit below what coulttdieed if the fit was performed
on that range exclusively. Yet it can be seen, that in the bmeét bins the fit does not yield a
proper result, mostly by the fitting function being-%kms™! shifted against the observations.
This can have three reasons: First it is an indication thaixéune of more than one disc com-
ponent could be required in this region (indeed by introdg@nother disc component the result
can be improved). Second we expect large and partly systedistance errors in the formula
we used. This can to some extent shift the peak towards selaeity (distance underestimates)
and lead to a wrong shape in the distribution. And third thialzatic re-correction for vertical
energy could exaggerate the effect, offsetting the distioin too much towards the low velocity
side.

At the altitude bins above 800 pc the fits are of very good tyatidicated also by p-levels that
exclude any significant deviation from the model predictidrhe local scale height differs a
bit from the expected values, yet it's value is uncertain depgends on the assumption for the
vertical energy correction.

In an upcoming study we will make use of our improved distariogyet a better characterisation
of both SEGUE and RAVE data and will publish the above in thésex/framework.

7.4 Effects of magnitude induced fractional distance errors

Here we show that when distances are estimated photonilgiritee pdf of the fractional
distance over-errors will have an enhanced tail towardsuice over-estimated (> 0). Let

Am = DM — DM be the difference between the estimated distance mo@WNusef a star and its
true valueDMy, and let the pdf oAy be By (Awm). Then the pdf off, Ps(f), is

dA
Pr(f) = m(AM(f))d—]f". (7.9)
SinceAy = 5log(1+ f) and dlogc/dx = 1/(xIn10), we obtain
_ 5 Pu(4w)
PO =fh10 147 - (7.10)

SettingPy 0 e24/2% this becomes

- 5 1 _[(5log(1 + )2
Pr(f) = V21owm In101+feXp( 203, ) (7:11)
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Figure 7.4: The red curve displays the Gaussian V velocgriBution of a mock halo sample of
500000 objects. The green curve shows the same sampletbhut @4 mag Gaussian magnitude
error applied.

This pdf has its maximum &t < 0 and a long tail at > 0. The largeloy is, the further the peak
is displaced to the left of the origin, yet the more strongbgifive the pdf's expectation value
becomes.

In Fig. 7.4 we demonstrate an important consequence of kkisrgess of the pdf by scattering
the distance moduli of 500000 halo stars by a Gaussian ttsa& liispersion of @ mag. The
parameters of the halo model are the same as those used tatgdfig. 9.5. The red points show
the true distribution of/ velocities in the sample, while the green points show thiibdigion of

V velocities that follow from the distance moduli. On accooithe magnitude errors, more stars
are placed a¥ ~ —v, than atv ~ v, and if one is unaware of the bias caused by unbiased errors
in distance modulus, one would infer that the halo is in thamunter-rotating. We will see in
the following Chapter that this effect can have far-reacluognplications for our understanding
of Galactic structure.



Chapter 8

On the alleged duality of the Galactic hald

8.1 Abstract

We examine the kinematics of the Galactic halo based on SEESSUJE data by Carollo et al.
We find that their claims of a counter-rotating halo are trseiiteof substantial biases in distance
estimates (of the order of 50 per cent): the claimed reta®mmponent, which makes up only
a tiny fraction of the entire sample, prone to contaminatjos identified as the tail of distance
overestimates. The strong overestimates also result fhia the vertical velocity component,
which explains the large altitudes those objects were @dito reach. Errors are worst for
the lowest metallicity stars, which explains the metalipoature of the artificial component.
We also argue that measurement errors were not properlyuatsm for and that the use of
Gaussian fitting on intrinsically non-Gaussian Galactimponents invokes the identification of
components that are distorted or even artificial. Our evalnaf the data leads to a revision of
the estimated velocity ellipsoids and does not yield anialoéd evidence for a counter-rotating
halo component. If a distinct counterrotating halo compomists it must be far weaker than
claimed by Carollo et al. Finally we note that their revisedlgsis presented in Beers et al. does
not alleviate our main concerns.

8.2 Introduction

Galactic haloes are an excellent testbed for cosmology aladtic dynamics. Their exploration
can constrain the early assembly of galaxies as well as thamigs of accretion of smaller
galaxies. Our Milky Way offers an ideal case for those ingadions, as we can directly obtain
the detailed parameters like kinematics, elemental amoegaand physical properties of single
stars surrounding us. New material is still being accratéalthe Galactic halo, as the numerous
streams and newly discovered dwarf galaxies confirm (seeltn et al., 1995; Klement et

1 Content and text of this chapter have been published idahtias Sclonrich, Asplund & Casagrande (2011a).
Minor editing has been applied.
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al., 2006; Belokurov et al., 2007). As metallicity gradiegtsin lockstep with star formation,
young accreted objects may be more metal-poor than old fstarsthe inner Galaxy and thus
metallicity can not be simply used as a cosmic clock. Thisld/@so make it plausible that a
later accreted halo component could indeed be on averagggoand more metal poor than the
older parts. The formation of at least parts of the halo byetmn (combined with later adia-
batic contraction) could give rise to differences betweanrtyemore turbulent accretion/collapse
processes and later accretion, which might leave an imjprutitferences between the inner and
outer halo (see e.g. Cooper et al., 2010). Another possibkes®f discrepancies between inner
and outer halo is dynamical friction, which could be morecedfit for prograde than for retro-
grade infall (Quinn & Goodman, 1986; Byrd et al., 1986). Thisild give rise to a different
rotational signature for accreted material in the outeaGiat halo compared to the inner regions
(Murante et al., 2010).

Historically (and as well today), halo stars have been exgitg difficult to identify, particularly

in local samples, e.g. demonstrated by the historic argtbetween Oort and Simberg (Oort,
1926; Stomberg, 1927). Like it is practically impossible to get aatleselection into thin and
thick Galactic disc based on kinematics (8uolich & Binney, 2009b), we face the analogous
problem between thick disc and the prograde stars of the Walmng assumptions about the
kinematics of the Galactic disc will thus affect results bie halo component. Soon after the
existence of the Galactic halo was established (Schwaltdsd®52; Eggen et al., 1962), the
central question was raised if the stars of the inner andker dalo had the same properties or
if gradients or even breaks in metallicities or kinematixisted with galactocentric radius. Two
main strategies to identify and examine halo stars have bgsed in the past: either stars in the
solar neighbourhood are studied, classified accordingdin kinematics and then conclusions
about the structure further away are drawn by extrapoldgan Sommer-Larsen & Zhen, 1990),
or the surveys concentrate on bright objects in the outerteglions, such as RR Lyrae variables
or globular clusters (e.g. Sandage, 1970). The secondaties allows to directly map the
spatial structure by those standard candles with goodraistenformation (e.g. Saha, 1985).
This strategy implies selection biases: for example thé&ipasand presence of RR Lyrae stars
on the horizontal branch are correlated with metallicitg @ge, while it is not known if the
formation of globular clusters is representative also fonao field stars.

Claims of differences between the inner and outer Galaclicdra almost as old as the discovery
of the halo itself. After van den Bergh (1967) discussed tBffiees in metallicity and the second
parameter between the haloes of the Milky Way and those aifeighbouring galaxies (M31,
M33), Searle & Zinn (1978) found that Galactic clusters ia thuter regions showed a larger
scatter in the ratio of blue to red horizontal branch staas thner halo globular clusters, which
they interpreted as a signature of an age spread. Prestbr{Z2%l) found a similar difference
in field BHB stars?> Differences in kinematics have also been suggested betimeen and
outer halo globular clusters (Zinn, 1993), although ptlieciand reliability of estimates in this

2 While it is clear that age is one parameter which will causeldaraglobular cluster to be bluer than a younger
one at the same metallicity, whether this is the dominanseat differences in horizontal branch morphology is
still debated (see, for example, Dotter et al. (2010) anddeaBerg (2000) for opposing views.)
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respect are limited by the small number of available globualasters. Various claims of an
asymmetry in the halo azimuthal velocity distribution wéth extended tail to retrograde orbits
have been made (e.g. Norris & Ryan, 1989). Majewski (1992 évand the entire halo to
be on average counterrotating, could, however, not find egmifeant velocity gradient. Ryan
(1992) pointed out that measurements of kinematics basgdaper motions were particularly
vulnerable to distance errors and showed that overestihth$¢ances for halo stars can lead to
false identifications of counter-rotating stars.

In this paper we will revisit the recent claim by Carollo et @007) (hereafter C07) and Car-
ollo et al. (2010) (hereafter C10) that the Galactic halo =gaf two components: a more
metal-poor counterrotating component with larger scatgtts, distinct from a slightly prograde
component and starts dominating the halo at high altitudekdir analysis. In particular we
will carefully re-examine their distance estimation pradaee; we will focus on C10 as this paper
deviates from its precursor mostly by the larger sample. sie avoid relying on any of the
uncertain available distance calibrations, we apply ialarboth the C10 distances and two na-
tive SDSS main sequence distance calibrations, checksujtseadditionally with an isochrone
method. In Section 8.3 we outline those methods, discusSE®S/SEGUE data used for this
purpose and describe how the sample cleaning was performed.

Thereafter (Section 8.4) we discuss the underlying assangpand the reliability of gravity
estimates used to sort stars into different sequences dastbe actual assumptions for absolute
magnitudes by CO7 and C10. We will show that their claim to hastadces precise to 10
20% is unsupported and that the C10 sample contains a clasarefgth significant distance
overestimates by being sorted into unphysical positionthéncolour magnitude diagram. In
Section 8.5 we present statistical proofs of distance biasthe sample and in Section 8.6 we
discuss the implications of different distance schemesinankatics and the inner-outer halo
dissection.

8.3 The calibration sample of SDSS and the Carollo dataset

All the data used in this paper come from the Sloan Digital Skgvey (SDSS, York et al., 2000),
and consist of spectroscopic observations of stars fromm 8BISS-1 and 1l and from the SDSS-
[I/ISEGUE survey (Yanny et al., 2009). Stellar parametergHe stars were estimated using the
SEGUE Stellar Parameters Pipeline (SSPP, Lee et al., 2008&nde Prieto et al., 2008).

3 This dominance of a retrograde component in the outer halodwently been contested by Deason et al. (2010)
although they find a retrograde motion for metal-poor ([He/H-2) and prograde ([Fe/H} —2) for metal-rich
stars using a BHB sample in the outer Galactic halo. In owv\iais issue needs to be further investigated, as they
assume constagtband magnitudes for the horizontal branch in a region afkbly the blue tail, which spans of
order 2mag irg band luminosity. If a considerable fraction of the halo g¢gais in the blue tail, their colour and
temperature cuts remove a large part of this tail, but &#li/eBHB members spanning 0.7 magnitudes, as we
tested it on SDSS photometry of metal-poor globular clgsk@own to have such a strong blue tal3, M13,
M15 andM92) and the BASTI isochrones.
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For this study we use the calibration star sample from SD3fiqpdata release 7 (DR7).As
the colour transformations and distances used in CO7 and @lOaarpart of the public data
releases, we draw this information from the sample used by ®hith is a cleaned version of
DR7 and which was kindly provided on our request.

The calibration star sample comprises two datasets, nahmejyhotometric calibration star sam-
ple and the reddening calibration star sample. QueryindfReé catalogue for these stars pro-
duces a total of 42841 entries, but many refer to identicgaib, so that the actual number of
unique objects in the database is 33023. The interesteeéréaceferred to Section 8.9 where
we describe how the cleaning of the sample from questionaijkxts has been performed that
cuts down the sample to 28844 stars.

Throughout the paper we make use of two different classestarite determinations (see Sec-
tion 8.9 for details): On the one hand the distances used bya@@7C10 and on the other hand
two derivations adopted from Ivezic et al. (2008). When ushegdistances by C07 and C10
we examine the effects of their different sequences by bsitigutheir entire sample ("Carollo
all”) and using exclusively their dwarf stars ("Carollo dvis&l). For the native SDSS calibrations
we restrict ourselves to the dwarf stars, imposing in gdreegravity limit of log(g) > 4.1 to
reduce the impact of giant and subgiant contamination). Wgeetuse two different schemes:
An adopted main sequence derivation, where we increasendest defined via their Eq. (A2)
and (A3) by accounting for alpha enhancement and additypdaicreasing the adopted abso-
lute magnitudes of all stars bylOmag, hereafter termed the adopted main sequence califrati
short "IvzMS”). Second the calibration favoured by Ivezica¢ (2008) using Eq. (A7) from
their appendix, which is steepened towards the isochranesier to account for age dependent
effects, hereafter called the age dependent calibratlwort{s’lvzA7”). We would like to point
out that we believe neither distance calibration to delifaerfull truth, yet they are currently the
most commonly used schemes and can give hints on the imtumsiertainties of all methods.
To have an additional test we cross-checked and confirmetirmlings with distances derived
directly from using 15 Gyr BASTI isochrones (Pietrinferni et al., 2004, 2006)ngxdetails are
provided in the Section 8.9.

C10 applied two different geometric cuts. The first was a distacut at an estimated distance of
4kpc, limiting the errors on velocities caused by properiamogrrors. The second was a cut that
removed stars differing from the Sun by more thabkpc in galactocentric radius (i.e. outside
7.0kpc< Rg < 10kpc with their value oR: = 8.5kpc for the Sun). The latter cut was reasoned
in C10 by the use of their applied orbit model, which was adbftem Chiba & Beers (2000)
using a Sackel-type potential from Sommer-Larsen & Zhen (1990). Asde not make use of
this orbit calculation, in this work we do not apply the sed@ut, which removes of order one
third of the available stars.

Due to the magnitude ranges in the SEGUE survey the distartsemposed by C10 and C07
remove almost all giants from the sample, a minor fractiosutiigiants and very few dwarf stars.
The effects of both selections depend strongly on the adaglisdances and thus the absolute

4 http://casjobs.sdss.org/dr7/en/
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Figure 8.1: The distribution of all reliable stars in theilsedtion sample, fulfilling the temper-
ature range limit and with acceptable kinematic informmatido demonstrate the weak line-of-
sight motion support of azimuthal velocities we plot th8®(innermost lenses, green)300.5
and 03 (outermost lenses, light blue), contours of the angle tgynm Eq.(8.7) that quantifies
the relative support by the direct line-of-sight velocitgasurements. This demonstrates the vul-
nerability ofV velocities in this sample to distance errors as they canedbind directly from
line of sight velocities.

magnitudes of the stars. Applying the C10 distances to thekea21600 stars remain within the
distance limit of 4kpc, of which 14763 have surface grasit@(g) > 4.0 and are thus classified
as dwarf stars. With the adopted main sequence calibraB808.stars with lofg) > 4.0 are
found in the sample, which gives a first hint to the more shredicdistance scale by C10.

Metallicities are taken from the DR7 pipeline adopted val(le=e et al., 2008a,b). For a dis-
cussion of the different metallicity scales of DR7 and C10 #meer is referred to the Section
8.9. There we also describe in more detail how kinematicglarved from distances, radial
velocities and proper motions.
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8.4 Assessing the distance calibrations

The core assumptions in C10 are those about stellar distafidesy claim that by using the

log(g) estimates from the SEGUE stellar parameter pipeline stamsbe reliably sorted into

clean sequences, i.e. main sequence, turn-off and sulgganit The attraction of this idea, laid
out in Beers et al. (2000), is that it seems to reduce the distarrors to simple uncertainties in
colour and metallicity on well-determined sequences. Haneas we will see below, things are
more complicated.

8.4.1 Effects of distance errors

Selecting a star into the wrong position in the colour-magte diagram results in a faulty es-
timate of its absolute magnitude and thus an erroneousndistaAs they are the most common
population we would naively expect the largest contamameto be main sequence stars mistak-
enly addressed as turn-off stars. These will be assumed far eighter than they are, hence
their distance will be overestimated, bringing many of thespecially halo stars, falsely into
the retrograde tail of the velocity distribution. This effdnappens via the translation of proper
motions into velocities and thus prevails for samples tlaaeHow support by radial velocities
(cf. Section 8.9.1 of Section 8.9). Fig. 8.1 depicts the tiocs of stars (red dots) in Galactic
longitude (x-axis) and latitude (y-axis). The SDSS/SEGHmgle is (due to the location of the
telescope in the northern hemisphere and the strategy o #nehigh extinction in the Galactic
plane) largely concentrated away from the plane and tow#el$alactic North Pole. Conse-
guently it has almost no points at directions that would Hagé support of azimuthal velocities
by the direct line-of-sight velocity measurements. Thetoors in the plot encircle the regions of
high line-of-sight velocity support &, in the sky® Within the ellipses, the fractiony (Eq.(8.7)

in Section 8.9) of the line-of-sight velocity going into theliocentric azimuthal velocity, is
larger than ®5 (smallest lenses),& 0.5 and 03 (largest lenses). They demonstrate how heav-
ily any analysis of the azimuthal velocities has to rely oatitansverse velocity component and
thus proper motions and distance estimates.

The effect of distance errors in this process is easily wstded: Think of driving a car past a
field that has a rabbit sitting on it. As the speed of the canmakn, the fact that the rabbit rests
on the lawn can be derived by the car driver from its apparegtiar speed - if the distance is
right. If the natural size of the rabbit is overestimatedwaib be its distance and to explain its
angular motion one wrongly infers that it moves oppositehdar’s direction of motion. And
vice versa a distance underestimate drags the estimatbi valocity towards that of the car,
i.e. itis wrongly inferred that the rabbit moves in the sarreation as the car does. As the Sun
moves with a velocity of more than 200 km'saround the Galactic centre, for this sample a 10%
distance overestimate implies that an average halo stdreirsample will be wrongly pushed

5 Throughout the paper we distinguish between the velocitiethe solar rest frame and coordinate system
(Un,Vh, W) and velocities in the Galactic rest frame and Galactic dylmcoordinate systenilJ,V,W). For
a short discussion of those we refer to Section 8.9.
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Figure 8.2: The distribution of the “well behaved” stars e tcalibration sample (red crosses,
without distance cut to make the giants visible) in the dees@d colour-gravity (DR7 pipeline)
plane. Horizontal lines mark the cuts adopted by Carollo.ebetween the dwarf, turn-off and
subgiant/giant regions. Stars that have likely membeiishifpeir counter-rotating halo, i.e. with
Wh < —400kms and fulfilling d < 4kpc are marked with blue points.

by ~ 20kms ! into retrograde motion, and a larger distance error wilh@rt proportionately
larger retrograde motion.

It should also be mentioned that azimuthal velocities albgesti to an error similar to the Lutz-
Kelker (1973) bias: Even if there is no net bias on estimatesblute magnitudes and thus of
distances, a symmetric magnitude error distribution wallge an asymmetric distribution of
estimated distances with a longer tail in the overestimates these directly translate to the
transverse velocities one will with any magnitude basethdisee scheme encounter asymmetric
velocity errors that give rise to an extended counternogatail in the measured halo azimuthal
velocity distribution. This may also be related to the asyatmnfound by Norris & Ryan (1989).
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8.4.2 Gravities

Fig. 8.2 shows the positions of all cleaned sample starsicdfour - lodg) plane (red points).
The horizontal lines show the selection regions in(¢pgused by C10. Stars with Idg) > 4.0
are classified as main sequence stars. Those witlglog 3.5 are assumed to be subgiants or
giants, while the intermediate objects are classified in&rt’turn-off” branch. The blue dots
mark the objects in the C10 sample that have heliocentricighiah velocities)Vy,, smaller than
—400kms't, i.e. they are on highly retrograde orbits and should be énrtfajority counter-
rotating halo objects according to C10. There can be mindereiices between the gravities
directly from DR7 and their sample, as we we use the best detedhalues when their are
double or multiple entries for a star, while their (@) values (which we do not have access to)
are probably averaged.

The plot reveals one crucial problem with those criterigh@lgh it may be expected that some
distinct branches of stars are present, they are not redlbgtthe SEGUE measurements. While
the upper giant branch is apparent, we cannot make out aasuilastdecrease of densities be-
tween the main sequence and subgiant regions. Measuremers prevail, especially in the
turn-off region, and veto against a clean selection of theganents.

One possibility is that the measurement errors oridp@re so large that it is not possible to use
the log g) measurements to classify stars into these three categaisesthe true main sequence
is inclined in gravity versus colour. In this perspective ttonstant (colour and metallicity inde-
pendent) gravity cuts applied by CO7 and C10 do not appear aatided. If one aims to select
a pure dwarf sample, the tightening of the constant cutivel&d the inclined main sequence, is,
however, beneficial in reducing the turn-off-contaminatio

The accuracy of the DR7 I¢g) values is discussed by Lee et al. (2008b), who show estimated
surface gravities for open and globular cluster stars eleseby SEGUE for the purpose of
calibration of the survey. As demonstrated by Lee et al. $9)@see their Fig. 15 ff.) the
low spectral resolution results in a significant scatteioig(d)) values: some turn-off stars have
log(g) < 3.5, and significant numbers of stars with (g measurements in the region assigned
by Carollo et al. to the turn-off (8 < log(g) < 4) are clearly either subgiants or main sequence
stars. Thus we have to expect a significant number of maireseguobjects in the turn-off band
of the Carollo et al. (2007, 2010) samples.

The consequent bias in distance estimation discussed atthvgve an artificially enhanced
fraction of retrograde halo stars residing in the turnsoeffgiant regime. Although Fig. 8.2
should play this effect down with the red points being drawent the main sample without
distance cuts (to keep the red giant branch visible), whigklue circles satisfd < 4kpc in
addition to the velocity cut, this crowding of the counteatong halo stars into the designated
turn-off region is still prominent. The distance cut is respible for the missing enhancement in
the giants.

Carollo et al. also find that their outer counterrotating lrakmbers display significantly lower
metallicities than the average of the inner halo. Could tkisdiated to problems with distance
estimation as well? It would not be unreasonable to expechticuracy of the lqg) estimates
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to decrease for the stars of lowest metallicity, increasipghis the fraction of fake turn-off
stars and subgiants, since the stellar lines become we#ékdact, Ma et al. (in prep.) find
this effect. A better understanding of why the “countemtimty” component of Carollo et al.
has lower metallicity can be achieved from Fig. 8.3. In itp fmanel we plot the gravities
against the metallicity, again with red points for the ensample and with blue circles for the
strongly retrograde stars. Stars with lower metallicifreshe sample get on average assigned
lower gravities. This could arise from the fact that detering gravities gets more difficult on
the lowest metallicity side. The inclination of the sampl¢he metallicity-gravity plane favours
distance overestimates for metal poor stars, thus lowénmgverage metallicity of the “counter-
rotating” component. This shift in classification of stassdemonstrated in the middle panel
of Fig. 8.3: Almost all identified subgiants are metal-poghile the average metallicity rises
towards the higher surface gravity categories. The bottanepshows the ratio of the number
of turn-off to main sequence stags, against metallicity. One might argue that the pronounced
rise of p towards lower metallicities be caused by the intrinsictyaof metal-poor objects. As
the sample is dominated by magnitude cuts, the differeittsrabuld, however, just be explained
by different geometry of the subpopulations, which indeats stars with higher scaleheights
(e.g. halo) to more remote positions than those with lowedezights (e.g. disc). Since the C10
sample extends by definition less than 4kpc away from theegtas hardly possible to explain
how p can rise by a factor of- 3 from [Fe/H]prz ~ —1.5 to [Fe/H]prr ~ —2.5 as the large
scaleheight of the halo should veto against relative dgnaitiations of the halo populations by
this amount.



8.4. ASSESSING THE DISTANCE CALIBRATIONS 169

2or all
Ho, V< -400 kms™? « sl
- cut for turnoff -------
31 cut for giants ——— 4 35F
. . Al
~
3 4.5
@ 35 Mr .
8 oL
L I, T ok o =2 ot | 55}
6
4.5 6.5 . . 1 1 . l :

-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0 0.5
[Fe/H]prs

'aII stars ’
log(g) > 4.0 ———

3.5<log(g) < 4.0 —=— ]
log(g) <3.5 ——

T T
BN oo N

frequ.

o
s

10

ratio turnoff / dwarf
=

i 01 02 03 04 05 06 07 08
(9-1)o

0.1

3 25 2 15 1 05 0
Fe/H .
FelHlorr Figure 8.4: The distribution of the sample stars in the

. (g—1i)o,M; plane with tiny crosses. Colours give the metal-
Figure 8.3:Top panel: The distribution of the cleaned "allicity [Fe/H]ca according to the colour bar on the right. The
star” sample in the metallicity- surface gravity plane. HorizoRop panel contains all stars in the C10 sample that pass our
tal lines mark the cuts adopted by Carollo et al. between thgality cuts, while the middle panel exclusively contains stars
dwart, "turn-off” and subgiant/giant regions. Stars in the C1@jith [Fe/H]pr; < —1.9. For comparison we give the BASTI
subsample displaying a clear membership to what might bgmetrinferni et al. 2004, 2006) alpha enhanced isochrones
counter-rotating halo, i.e. witty, < —4000kms ! are marked at [Fe/H]= —2.14 of ages 10 and 12 Gyrs (green lines)
with blue points. Middle: Metallicity distributions for the dif- and the Ive# et al.(2008) absolute magnitude calibration at
ferent gravity classes used by Carollo et al., showing how lae same iron abundance (red line). In the bottom panel the
metallicities dominate the "turn-off” and "subgiant” stars. Botmetal-poor stars have been enhanced in size and stars with
tom panel: Ratio of identified "turn-off” stars to dwarf stars ag,, < —400kms?* derived with C10 distances are marked by
function of [Fe/H]pry using the gravity cuts by Carollo et al.light blue circles. Red lines show the adopted main sequence
Even betweefFe/H|prr ~ —1.5 and[Fe/H]pr7 ~ —2.5there calibration (lvzMS) at [Fe/HE —2.14 and [Fe/H]= 0. Dark
is a strong uptrend. blue lines show the BASTI isochrones at solar metallicities for

1, 4,10 and 15 Gyrs, green lines same as in the middle panel.
The crosses mark the typical photometric errors and uncertain-
ties in the isochrones.
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8.4.3 Absolute magnitudes

Having discussed the surface gravity estimates it is tinternto towards the actual assumptions
on absolute magnitudes of stars from which the distancesfareed. The claim by C10 to reach
an accuracy of “16- 20%” in distance estimates is predicated on the abilityéawly select stars
according to their spectroscopically determined gravitg several branches. If such a selection
was feasible, it would indeed limit the uncertainties tosthocaused by metallicity, reddening and
photometric errors. The reader should bear in mind thattver¢lative density of the outer halo
component found by Carollo et al. implies that even a contatian on the 1% level (i.e. 200
out of ~ 20000 stars) can alter the results.

The sorting into different branches via the formalism of Beetrral. (2000) can be seen in the
top panel of Fig. 8.4. The plot shows all stars in the C10 sainglee (g—i)o, M, plane that do
not have warning flags. The absolute magnitudes were dedivedtly from the C10 distances
using the distance modulus via

M; =ro—5log;q( ) Olkpc) (8.1)

whereM is the derived absolute magnitudg,is the reddening corrected apparent magnitude
from the DR7 database aild, the distance given by Carollo et al. and derived from the Beers
et al. (2000) sequences.

The three branches, into which the sample stars are seleetete identified in the figure. Lower
metallicity stars are brighter and bluer, but the latteftsfominates. Thus the main sequence
gets fainter at the same colour. As the metallicity spreadspecially the main sequence in
the top panel of Fig. 8.4 partially obscures the underlyieguences, we restricted the sample
to [Fe/H|pr7 < —1.9 in the middle panel. For comparison we plot the adopted s@iuence
calibration at [Fe/H} —2.14 and the alpha enhanced Basti isochrones (Pietrinferhi 2084,
2006) for SDSS colours (cf. Marconi et al., 2006) at [FefH}-2.14 at ages 10 and 12Gyrs.
The main sequence and the giant branch are apparent andebettvesn lies a strong sequence
sloping down from(0.2,3.8) to about(0.8,4.8). The stars in this band are termed turn-off stars
by Carollo et al. as they comprise everything that has ges/i85 < log(g) < 4. As we can
see from the bottom panel, this artificial turn-off sequencmprises the majority of heavily
counter-rotating stars (green dots). The reader might dskwe do not see a large number of
stars as false identifications in the brightest subgiamdira As already discussed above the
absolute magnitude difference to those stars is, howevédayge that by the distance limits most
stars sorted into the subgiant and giant branches will bppdrd from the sample, as they are
deemed to be more than 4kpc away. This conclusion is verifyetid subgiant branch getting
much more populated when the distance cut is removed (cR)Fig

In stellar evolution there exists no unique turn-off branaistead there is just a region where
stars leave the main sequence and move up to the subgiachbeard which depends on metal-
licity and age of the population. Thus the artificial sequene face here can only be thought
of as a compromise for stars in the broad region between negjnesice and subgiant branch
that intends to describe the average luminosity of thesectdj In this perspective, the claim
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Figure 8.5: The distribution of absolute magnitude differes between the Carollo et al. calibra-
tion and the other metallicity-dependent colour-magretadlibrations. In the top row we show
the results for the adopted main sequence calibration 182, while in the bottom row we
compare to the age-dependent calibration by veril. (2008) ("IvzA7"). On the left we show
the entire colour range, while we plot only redder objecth\ig —i)o > 0.4 on the right. In the
entire sample (red bars) the main sequence by Carollo et Afigkter by~ 0.15mag than in
the native SDSS calibrations. The offset gets larger foccthenter-rotating (green crosses) and
metal-poor (blue squares) stars; note that the Carollo e¢tal-off sequence is very prominent
with an offset of about 1 magnitude.

by Carollo et al. to achieve 2020% accuracy in distances is ruled out in this transitiomoreg
as it intrinsically spans more than one magnitude (at fixethlingty and colour), i.e a distance
uncertainty of more than 50%. Because this "turn-off” braisotonstructed to be a compromise
between subgiants and main sequence, the gap between thargulvanch (moving up towards
lower metallicity) and the main sequence (moving down, asthlour effect dominates) widens
with decreasing metallicity. This aggravates the effettaisassignments on estimated distances
for lower metallicity objects.

The worst problem with the “turn-off” stars appears in congzan with stellar models. Com-
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parison of the adopted positions of metal-poor stars in theuc-magnitude diagram with the
isochrones at 10 and B2Gyrs reveals that most objects in the artificial “turn-dffanch reside
on the red side of the low metallicity turn-off region. Sonfelte selected “turn-off” stars are
even on the red side of what could be achieved at solar neatalliin fact the overwhelming
majority of strongly retrograde stars is actually claimedbé in a region where according to our
knowledge of astrophysics no star of reasonable ages caleres

8.4.4 Colour transformation and main sequence comparison

It should be mentioned that the distances used in CO7 and C1® deeived using th& —V
colour calibration and thus the colour transformation of e¢al. (2008a) had to be performed to
apply them to SDSS colours. Fortunately there are now gamthisnes (e.g. BASTI isochrones,
Pietrinferni et al., 2004), fiducials (An et al., 2008) andf@metry in SDSS colours readily
available, making such a colour transformation to traes&DSS colours to the form&—V
calibration by Beers et al. (2000) unnecessary. The colamsformation may explain some of
the scatter and systematic shifts presented in Fig. 8.5sti@at's the comparisons of the abso-
lute magnitudes from C10 to the native SDSS calibrations. |atter is depicted by red lines in
Fig. 8.4 at [Fe/H]= —2.14 and [Fe/H}= 0. Both isochrones and the two main sequence approx-
imations are fainter than the adopted C10 absolute magmsitedeecially at lower metallicities.
This can be seen from the middle panel of Fig. 8.4 and from &fg. which depicts the distri-
bution of differences in absolute magnitudes of C10 towandsé derived via the adopted main
sequence calibration (top panels) and those derived vidvdzc et al. (2008) age-dependent
relation (bottom panels) for all stars (red), metal pooreoty with [Fe/H]< —1.9 (blue) and
for the "counter-rotating” stars witki, < —400kms! (green crosses and errorbars). Errorbars
depict the Poisson noise. On the right side of Fig. 8.5 we ghewsame quantities, but exclu-
sively for redder stars witfg—i)o > 0.4 where the sequences of Beers et al. (2000) have a larger
separation, and which also excludes the expected turregitbm (cf. the isochrones in Fig. 8.4)
for the very metal-poor stars. Apart from the observati@uatter, the peaks arising from the
main sequencdy ~ 0.3 and from the "turn-off branch” aroundy ~ 1.0 are washed out for
the whole population, as the sequences shift with metigilamd the main sequence dominates.
However, the generally higher intrinsic brightness unter@arollo et al. assumptions is clearly
seen in both distance descriptions. On the blue end the eygendent formulation by lvezic et
al. (2008) is a bit brighter than the adopted main sequenideraion and makes the peak of
the "turn-off sequence” in the metal poor and counterrotpubsamples of C10 merge with the
main sequence at blue colours, yet the large offset remains.

For stars that are claimed by C10 to have heliocentric véésdi, < —400kms 1 and thus make
up the bulk of what they identify as a counter-rotating hae two peaks of main sequence and
turn-off stars are separated, as the metallicities of tetss are more narrowly distributed . For
comparison we show the result of selecting only stars thag lre/H|prz < —1.9 (blue squares
in Fig. 8.5). These distributions look very similar apaxrr the counter-rotating stars being
more inclined to the bright side. Also regard the increaseortance of the turn-off band for
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Figure 8.6: The cumulative distribution of stars on the pdr}, that is covered by proper
motions and not radial velocity measurements. The stars\yit —400kms ! are drawn with
a purple line while the overall sample distribution is drawith a red line. Beneath is the@L
significance level of a Kolmogorov-Smirnov test.

those populations.

In summary there are two main drivers of overestimated wnicgts in Carollo et al. compared to
the native SDSS distance calibrations: The main sequerc&®for metal-poor stars is brighter
than in the other calibrations and the number of stars inutre¢ff and subgiant/giant branches
is increased by a large factor for metal-poor stars; mosietiesignated “turn-off” stars by C10
reside in positions in the colour-magnitude plane that weaguire unreasonable ages. We thus
conjecture that the “counter-rotating” halo as presente@b0 is due to distance uncertainties
and the selection of stars into unphysical stellar branahestifact.
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8.5 Signatures of misselection

8.5.1 Geometric distribution anomaly

Even if the biases in distance assignments were not obvieus &re still ways to detect them. As
erroneous distance estimates mostly act on the part of mpggoendicular to the line of sight,
populations with distance errors will be preferentiallyhal in regions of the sky perpendicular
to the velocity component in question, or in other words,t#rs end up in one component
by misselection this should should show up as a bias in saggsenetry. Such a bias will
not be aligned directly with the Galactic coordinates, bithvthe part of the biased velocity
component covered by proper motion. This is obvious as tiges$a errors should happen where
the uncertainty in the motion is largest, i.e. where the propotion and distance estimates have
the largest impact. For these statistics we make use of th&rad angle terms connecting the
proper motion to the azimuthal velocity (from now called tipeoper motion partition”). We
take from eq.(8.6) in Section 8.9 the angle terms that caiviegto the proper motionkandb,
square them and add them together:

Zpmy = sir?(l) sirf(b) + cog(1). (8.2)

Fig. 8.6 shows the cumulative distribution of stars overphgper motion partition fok}, (red
line). The C10 sample is (as the entire SEGUE survey) corateatitowards positions where
the azimuthal velocity is mostly covered by proper motiosi# & mostly oriented towards high
Galactic latitudes. Yet the counter-rotating subsamplejle line) is even more concentrated
towards the high proper motion contributions. The averagee/for{pmy rises from 0909 for

all stars to 33 for the subsample wity, < —4000. In other words, the fraction covered by
robust radial velocities drops from@®1 to Q067. In a Kolmogorov-Smirnov test the probability
for equality of the two distributions is well below the 1% &h\and thus equality is strongly
rejected. Again the high values fgpmy show how vulnerable the sample azimuthal velocities
are to any distance errors.

This is of course not a proof of the bias, but a strong indicatiAgainst this argumentation
one could raise the objection that stars at low metalligiiee located more polewards, as the
halo to disc ratio in the sample rises (higher altitudes aeehled) and so metal-poor / halo
stars show a different spatial distribution. Indeed foréownetallicities the sample distribution
shifts polewards reducing the difference, which remaires@nt in all cases, but can become
insignificant due to the shrinking sample numbers.

8.5.2 Linear error analysis and velocity crossterms

A robust approach to prove and quantify the distance ersgrsasented in Fig. 8.7, which shows
theW, velocities against sith) sin(b) cogb) for all stars that should be part of the counter-rotating
halo, i.e. hav&/y, < —400kms. The strong uptrend cannot be any stream, which would show
up as a narrower band. It appears that the entire halo exgese lift inW velocity, which
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Figure 8.7: The counter-rotating stars display an intereseitin averag®, velocity over the an-
gle combination that describes the connection of the atialaind vertical velocity components
via distance errors.
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has its origin in the distance errors of the C10 analysis. Byngiw assessing distances the
relative motion of stars in the azimuthal direction mixesimhe proper motions into the vertical
component depending on this angle term. To illustrate tfiecethink of a star that is seen
atb =45, | = 90° and hasUp = 0, Vi, = —500kms!, W, = 0. Due to the geometry of the
setup the star will have a significant proper motiorbinWith a wrong distance estimate the
relative impact of line-of-sight velocity and proper matichanges and the star is assigned a
non-zeroW velocity. A more detailed description is found in $chich et al. (in prep.). The
fitting line has a slope of 119+ 16.5kms™1, i.e. the trend is significant at a level of more
than 7o. We can thus state that a significant distance error thatpea&d from the discussions
above is here gquantitatively demonstrated. Since theeadlegpunterrotating halo stars in this
subsample (with a cut &, < —400kms!) have on averagé, ~ —470kms*, we arrive at a
distance bias of roughly 40% for the counter-rotating statsich translates into a magnitude
error of around O mag. It should be mentioned that errors might even be hi@dedecting more
strongly retrograde stars the trend estimate gets everihigh

Restricting the sample of stars wih < —400km s further to dwarfs (lo¢g) > 4.0) and thus
removing the largest identified source of distance errbessnumbers of stars in the sample drop
by the selection dramatically from 735 stars to 299. The rexhof the low gravity stars also
gives fewer outliers in the velocity distribution. Only oonbject hasW| > 400kms™. The
lower panel of Fig. 8.7 shows the remaining stars togeth#r am equivalent linear fit. Again
the trend is highly significant, though now more moderat@ 888+ 22.5kms1. Theay in the
sample is already down from 129kmisto 110kms?®. The more moderate trend corresponds
to an error of about 25%. It also fits well into the picture ttieg distance overestimate for the
full sample is larger than for the dwarfs, when we remove the&isus "turn-off” branch. This
bias has the effect that the distance overestimates do hotramease th&V velocity directly,
but also give rise to an additional contribution to iWevelocity dispersion by turning a part of
the large heliocentric azimuthal motion of halo stars infale vertical term. We will call this
behaviour “velocity crossovers”. This effect is even margortant in the original analysis by
C07 and C10, as they restrict their sample in galactocentticisathus increasing the weight
around = 90° andl = 270, where sitl) is largest.

8.6 Velocity distribution

How do the described biases and different distance desivatiffect the velocity distribution and
what might remain of the alleged counter-rotating comptoheaio when we reduce the distance
biases that spuriously inflate it? Fig. 8.8 shows the velatigtributions under different cuts and
distance approximation both on a linear scale and on a libgaic scale that reveals the wings
of the distributions. Error bars give the Poisson noisenleglect any other sources of error. The
velocity distributions of the halo and the Galactic disc baimade out in both plots. The long tail
of the counter-rotating halo is clearly visible for the C1éngde (red circles). As already noted
above, a restriction to dwarf stars (green crosses) ditmésishe counter-rotating tail (around
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Figure 8.8: Velocity distributions for stars in the calibom sample. To make them comparable
at the different sample sizes, all distributions were ndized to unity (i.e. divided by the total
number of stars in each subsample). Error bars show agassdtoerrors.
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V < —170kms1, which corresponds ta, < —400kms'1). The blue filled squares show what
we obtain with the adopted main sequence calibration, amgbtinple empty circles depict the
age-dependent distance calibration by Ivezic et al. (2008)th both native SDSS distance
calibrations the sample displays a clean downtrend to theviglocity side corresponding to
aV velocity dispersion of around 7080kms 1.

One might argue that the two native SDSS calibrations leagbtoe contamination by giants
that are treated as dwarfs and thus provoke the opposite effenderestimating distances. To
reduce the contamination by evolved stars we use a gravitgfdag(g) > 4.1 in the following
discussions, which mostly helps to reduce the density sdadetiween the disc and halo com-
ponent, where halo stars with severe distance underessnband to assemble. However, the
left tail of the halo distribution does not change signifitaron a tightening or loosening of
the gravity cut. In the following discussions we will alwayse the slightly tightened condition
log(g) > 4.1, but we checked that all of our conclusions are valid regastdof the specific choice
of the gravity cut. The absence of a significant excessiVétailwarf stars can in our view only
be explained by the fact that strongly counter-rotating ftwarfs are at the best an extremely
rare population. It is highly implausible that the countaetating halo consists exclusively of
subgiants and giants.

8.6.1 Kinematics versus metallicities

The reason why Carollo et al. (2007, 2010) get a transitiowéen their inner and outer halo
from a local sample is the increasing scaleheight of thepupations with lower metallicity,
which is linked to the increasing velocity dispersion pegtieular to the plane. According to
our above discussion of kinematic fingerprints of distarrcers, at least the increase of vertical
dispersion by velocity crossovers (Section 8.5.2) duedtadce overestimates should disappear
when cutting away the unphysical turn-off stars and furthleen switching from C10 dwarf dis-
tances to the native SDSS calibrations. This is indeed wedan Fig. 8.9: It shows the values
of vertical velocity dispersion against metallicity foffédrent subsamples together with Poisson
errors. The full C10 sample (red circles) harbours a pronminptrend towards lower metallicity,
which is at odds with the earlier result from Chiba & Beers (200Wis uptrend almost vanishes
in their dwarf subsample (green crosses). Both when usingdbpted main sequence calibra-
tion (blue filled squares) and when using the Ivezic et aD&@&ge-dependent distance estimates
(purple empty squares), we see no significant trend with lire#gany more; this finding is ro-
bust against changes in the gravity cut. To guide the eye wteaghorizontal line at 85knTs.
There is a suggestion of a subtle increase bgfeeyH|pr7 < —1.8, yet numbers are too small
to allow for a judgement. A source of uncertainty is the degoé possible giant contamina-
tion. It likely rises towards the metal-poor side, which nragult in a reduction of measured
dispersions. On the other hand the radial velocity supporthfe vertical velocity component is
very high due to the polewards orientation of the sample.h®alecrease effected by distance
underestimates is relatively weak. Underestimating decsta takes a further moderated effect on
vertical dispersions: While a distance overestimate batresses the measured vertical disper-
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Figure 8.9: Vertical velocity dispersions against metéli for different halo subsamples and
distance calibrations. In all samples we cut away all progistars to eliminate most of the disc
contamination. While the Carollo et al. full sample (red lisepws a vigorous uptrend towards
the lowest metallicities, this trend almost vanishes inrtdevarf star subsample (green line),
while using the two native SDSS calibrations no significaend is detectable.

sion by direct overestimate of the proper motion part, arift @& the velocity cross-overs, on
distance underestimates the effects have opposite siarsstd some part balancing each other.
Another way to look at the problem is to plot metallicity distitions as a function of the kinetic
energies (by stellar mass) of stars. In Fig. 8.10 we showeharstions in entire kinetic energy
(v2, left column) and in vertical kinetic energyM, middle column). In the rightmost column
we show the vertical kinetic energy, but for retrogradessfdr< —10kms1). As the rotation
velocity of disc stars adds to the kinetic energy the discitsastrongest dominance of course
not in the lowest energy bin, but at 1B&ms1)? < v? < 27¢?(kms1)?, as most disc stars are
on quite circular orbits with an entire velocity close to ttieular rotation speed of the Galaxy.
The prominent shift especially in the left tail and also peathe metallicity distributions in the
original C10 distance prescription for the full sample (top'y can be seen in both the total and
vertical energy separation. However, this already dirhiess when we plot the subsample of



180 CHAPTER 8. ON THE ALLEGED HALO DUALITY

kin. energy vertical kinetic energy vert. kin. en. retrograde
0.25 0.25 0.3
, 4507 <2 —— , 209° W2 ——
3602 <V, < 4502 1602 < W2 < 2002
270° < Vi < 3605 —=— 0.25 1205 < W2 < 1605 —*—
0.2 180%< v2 2 0.2 2 < w2 2
— . Q"< v, < 970, - 80" < W" < 1207
—_— 0° <v° /1807 ——
o] | 2802 —e—s
S 5018 \ A .0.15
3 =]
—n-d T
of £
= < 01 = 01
O
O
0.05 0.05
A
03 25 2 1.5 -1 0.5 0 03 25 2 15 1 0.5 0 03 25 2 1.5 -1 0.5 0
[Fe/H]pg; [Fe/HIprs [Fe/H]pry
0.45 0.3 0.35
, 4507 <2 —— , 20p% < W2 —— , 200" <W2——
0.4 02 <v; < 4502 ].602 < Wz < 2002 1602 < W2 < 2(‘)02
(2] 2702 <2 < 3602 —=— 0.25 1202 < W2 < 1602 —=— 03 1202 < W2 < 1605 —=—
T o035 1B02 < V2 < 2705 —=— < WP < 3900 —a— 80% 5 W5 1202 —a—
®© 0° <v© <1805 —— 0° < W 07 —=—
; 0.3 V2 <907 —e—s 02 w4 302
© 5025 s
-0 o
S8 oz VL\ 8 0.15 I/I,
§ 0.15 y 0.1
© 01 \
O 0.0 ¥ 0.05 \
3 25 2 15 -1 0.5 0 03 25 2 15 -1 0.5 0
[Fe/Hlprs [Fe/Hlprs
4 .
— 045 5 402<v§-—- 03 20?2<W2'_'
- 04 02 <2 < 4502 1602 < W2 < 200
207 < v, < 3607 —*— 0.25 1207 < W7 < 1607 —*—
N 0.35 1802 < v2 < 2702 —=— 502 < W2 < 02
JANS 507 < v2 5 1802 —+—
—_~ 0.3 v <90% —e—
(=]
5= 5025
o3
O 2 o2
y 015
)
E 0.1
; 0.05
- 0
-3 2.5 -2 15 -1 0.5 0
[Fe/H]prs
0.4 0.3 0.4
4507 <2 ——r 2007 < W2 ——s 2002 < W2 ——
1 0.35}1 ani < vg< 4502 150 < W§< 2003 0.35}k 1607 < wOZP< 2007
< 7 702 < V2 < 3602 —e— 120 60 : 1202 < W2 < 1602 —=—
07 < W< 1200 —=—
A 0.3} 0.3 40% < W2 < 802 =—a—
— W2 < 407 —e—
> 025
~ 5
i
= " oas}
5o
N
S oosp
0 - Ok ~ - 0
-3 2 2 -1.5 -1 -0.5 Q -3 -2.5 -2 -1.5 -1 -0.5 0 -3 -2.5 -2 -1.5 -1 -0.5 [
[Fe/H]prs [Fe/H]prr [Fe/H]prs

Figure 8.10: Metallicity distributions at different vakiéor kinetic energy in the different dis-
tance prescriptions. From top to bottom we show the entire €&hdple, the dwarf stars from
C10, the adopted main sequence calibration and thedwetzl.(2008) age-dependent calibra-
tion. The left column displays a separation by the entirekaenergy, while the centre column
makes only use of the vertical velocky. The right column shows the distributions using the
vertical energy part for retrograde stavs€ —10kms 1) to reduce the disc contamination. Ve-
locities are taken in knTs. Error bars indicate the Poisson errors.
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the C10 dwarf stars with Iqg) > 4.0 (second row). No convincing outer halo signature can be
found in either of the native SDSS calibrations (bottom rowj the highest vertical energies
a single spike at [Fe/H} —2.2 sticks out. At first glance this could be taken as a hint for an
outer halo. However, in this interpretation it should berovied by the entire energy distribution,
which is not the case. We are tempted to identify this featireast partly with a prominent
metal-poor stellar stream described by Helmi et al. (199@) lsepley et al. (2007), which we
expect exactly at these very high vertical energies. Tihésagt can as well serve as explanation
for the subtle and insignificant increase of vertical vellpdispersions afFe/H|pr7 < —1.8 that
was seen in Fig. 8.9.

There appears also a slight general drift towards lower liegtyaat the highest energies, which
can be mainly seen in the vertical term. Caution should becesaat, however, due to the varying
presence of the Galactic disc (most prominent at the lowarsical kinetic energies and at total
energies corresponding to the rotation speed), which tmgadts on the normalization of the
halo component and fools the eye because the apparent lfed@ae be shifted by the wing of
the disc distribution. A quite robust approach is removitigpeograde stars from the sample
to minimize disc contamination. As this biases kinematies,overall energy distributions are
altered, but the vertical energies (right hand column) khaot be affected. In Fig. 8.10, the
entire C10 sample shows a clear signature of lower metacin the higher vertical energy
bins. When removing the contested turn-off stars (i.e. iplgiwarfs, centre row) no trend apart
from the discussed spike can be detected regardless of pliechfistance determination.

In summary it can be stated that also in terms of metallicéysus energy the sample has no
reliable outer halo signature, neither when using the a&®SS calibrations nor when using
the C10 dwarf subsample.

8.6.2 Component fit

Fig. 8.11 shows fits to the azimuthal velocity distributigrgen data points) for the the four
different subsamples and distance calibrations we use. &dtimns show the same data, the
left column on a linear scale, the right column on a logarithstale to examine both centres
and wings of the distributions. We apply a simple Gaussidn &ad a single non-Gaussian disc
component. All fits were done for250kms?! <V < 280kmst, a limit that stays out of the
regions dominated by noise, but reaches on the retrogrdeeil well into the region where any
suspected retrograde halo component would be influentiaac€ount for the observational er-
rors, we folded the underlying distributions with a sum ofSsians (with a spacing of 1km?,

of which the relative weights were derived globally for eacdmponent from error propagation
on the single objects (stars with> 50kms™* attributed to the disc, objects with< 10kms™t

to the halo) concerning proper motion and radial velocitpes. This treatment is a bit crude
and we suspect that it underestimates errors on the leftefitiee distribution and overestimates
them on the right wing, which we identify as the most likelpsen for the overshooting of the
model against the data ®t> 270kms™. In a second step we folded with another Gaussian
magnitude error of @5 mag to account for uncertainties in the intrinsic brigisthand thus dis-
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Figure 8.11:Velocity distributions for stars (light blue, with Poisson errors) in the cdiibnasample
for different selections and distance prescriptions: From top to bottora:eftire C10 sample, the C10
dwarf stars with logg) > 4.0, the dwarfs with logg) > 4.1 using the adopted main sequence calibration
distances and the age-dependent formula from &zt al. (2008). To show both distribution centre and
wings we contrast the linear scale (left) with logarithmic plots of the distributiogistjr All distributions

are fitted by a simple model (red line) with a Gaussian halo and a single (nessi@a) disc component.
We did an error propagation from the values given in DR7 which is — togeittle a magnitude error of
0.25mag - folded onto the original distribution (light blue). The error broadbe peaks and thus lowers
the maximum count rates especially of the disc peak. The dark blue line shewsderlying Gaussian
halo component and the purple curve the analytic disc component.
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tance of the stars and thereafter a third Gaussian of 7krtusaccount for velocity crossovers
via the distance uncertainties.

For the disc component we make use of the analytic formulachdi@ich & Binney (in prep.).
The underlying assumption is that of an isothermal sheeltyir the Galaxy with increasing
velocity dispersions towards the centre, i.e. the steligoubations at each galactocentric radius
are given a specific vertical and horizontal energy disparskor those populations their likeli-
hood to be in the solar annulus and their local scaleheighbeaestimated assuming a simple
potential with constant rotation speed. We used a solacgalantric radiusy = 8.0kpc, a cir-
cular rotation speed of = 220kms!, a disc scalelength ¢y = 2.5kpc, a scalelength for the
vertical dispersion oR,, = 5.0kpc and for the horizontal dispersions = 7.5kpc. The adi-
abatic correction index (index dependent on the shape gidtential that describes the change
of vertical energy along orbits that are extended over wiffe galactocentric radii) was set to
0.5. As we are using the adiabatic correction without a meotion for energy conservation,
the disc local scale height gets moderately underestimatedffect that we partially cope with
by setting the adiabatic correction index t& Oslightly below the expected value for the upper
disc. To simplify the calculation we summed up disc contidns at equal parts at altitudes-
400,700,900,1100 1400 1800 2400 pc. The Gaussian halo component was set at\est().
The five free parameters of the fit were disc and halo norntadizdN;, = 530,Nq = 16691 for
the entire C10 sampl&ly = 14403 N, = 312 for the C10 dwarfd)ly = 13031 Ny, = 262 for the
adopted main sequence calibratiddy, = 13254 Ny, = 255 for the age-dependent calibration),
halo azimuthal velocity dispersion (8480.9,65.4,68.9kms™1), disc local horizontal disper-
sion (0p = 43.2,41.4,41.5,40.1kms™1), and local scaleheighhg = 571,499 466, 439kms™1).

As seenin Fig. 8.11, apart from a weakness on the high vglsidie, which presumably derives
from the use of a global observational scatter that couldesignate the uncertainty for disc
stars, the two-component approximation gives decent ét$l{nes) to the velocity distributions
for the dwarf samples. The relative halo normalizationesbetween the different datasets as
the most metal-poor stars are more likely to be classifiealtim turn-off or subgiant bands.

Of most interest for this discussion is the shape of theqge&rde) halo velocity distribution. For
the entire C10 distance sample (left column) we can cleadtifl the bump that encouraged
CO07 and C10 to fit a separate velocity peak starting from arou®@kms . This anomaly
becomes especially apparent in the logarithmic plot andmicned by Poisson loglikelihood
values ruling out equality of the theoretical (simple Gaus$alo) and observed distributions at
highest significance.

We point out that even this strong anomaly in the fit alone waodt be a sufficient justification
for a second physical component, especially not for a reqibgy component. There is no rea-
son to firmly believe that the Milky Way halo or its possiblengmonents should have a strictly
Gaussian velocity structure; the disc certainly can notdexjaately described by Gaussian fits
(a discussion of this can be found in &tberg, 1927) and similarly the halo might have a more
complex velocity distribution. The only way to cleanly idéy a retrograde velocity distortion
on the Galactic halo from kinematics would be to prove a diffice to the prograde halo tail. As
this is, however, impossible at the required accuracy ddegalisc contamination, we conclude
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that without a clean halo-disc separation any attempt taheseazimuthal velocity distribution
for proving a retrograde halo component is unreliable.

Besides its doubtful significance for indicating a separatamonent, the extended retrograde
tail anyway diminishes when we turn to the dwarf samplesctvltio not contain the at least
partly unphysical turn-off stars: restricting the C10 saenol their dwarf stars (centre column
of Fig. 8.11) the bump below-200kms ! disappears. There is a weak surplus of stars between
—220kms! and—280kmst, which could, however, just be a statistical fluctuation.isTig
confirmed by statistics, which have the p-level (measureteuthe assumption of Poisson er-
rors) for equality of the fit and the measured distributiof.&6 for—250kmst <V <20kms?
(and 020 when we extend the range4+800kms?® <V < 20kms™1) meaning that when draw-
ing realisations from the given theoretical distributiabput 55% of the samples would be more
different from the theoretical distribution than the cutrene. Regarding our imperfect treat-
ment of distance errors the quality of the fit is rather sgipg. Using the main sequence distance
calibration the distribution gets even more contractedtduiee shorter distances. Apart from the
slight surplus of stars left &f ~ —320kms™1, which just appear to be some sample contamina-
tion (indeed a distance test on the 100 objects with loWestlocities still reveals a@ distance
overestimate) and the single bin with 8 stars around —260kms! no anomaly is traceable
any more, confirmed by statistics. Using the age-dependdibration from lvezic et al. (2008)
the picture is similar. The fit looks even better dowrvte- —300kms* beyond which there is

a weak surplus of about a dozen objects betwéen—400kms*t andV = —300kmsL. This

can be attributed to misassignement of stars between thégaes for proper motions and a
probable non-Gaussian far tail of the proper motion errsiritiution.

It can also be argued that an attempt to fit the disc veloc#yyibution via a Gaussian fit increase
the need for a spurious second halo component, especialhedarge (unavoidable) velocity

errors limit the information on the real shapes of the unylegl velocity distributions: as the

disc velocity distribution is naturally skewed towards &welocities, a Gaussian fit will drop

too steeply towards low rotation velocities. This invokeseaond Gaussian for the disc (thin-
thick discs), which will in most cases show the same problgairg forcing the halo component a
little bit up into the prograde regime. This again incredgbeseed for the creation of an artificial
retrograde halo component. In this case we avoided thidgmmoby using a more physical fitting

formula for the Galactic disc, yet there was still noticeabiifluence by the disc fit onto the
parameters of the simple Gaussian halo component.

Overall we can state that any striking excess of highly grtade stars disappears from the dis-
tribution when we limit the sample to the more reliable dwsiers. There is a good agreement
between fits and data for the dwarf samples, apart from a naisfitgh velocities and a slight
surplus at the lowest velocities against a Gaussian fit,wlhiowever, rather looks like imperfect
error handling or a probable contamination of the sampla wmiisidentifications in between the
different catalogues delivering the proper motions or a-Gauissianity in their contamination.
Replacing the questionable Gaussian analysis for the discrbgre physically motivated for-
mula and by applying an error propagation we have shown #ititer a second halo nor a second
or even third disc component are required for explainingathienuthal velocity distribution.
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8.6.3 \Velocity dispersions

Using the adopted main sequence approximation and résfritcte sample to 2020 retrograde
stars ¥ < —10kms 1) we can give a tentative estimate for the halo kinematicsof 157+
10kms?! andow ~ 75+ 8kmst. The latter is close to the azimuthal velocity dispersion of
ov ~ 70kms! from the last section. In these values we accounted for ttwsereported in
the SEGUE pipeline plus a dispersion of roughly estimateth 15 the distances. These act
to reduce the derived velocity dispersions from the acfuakasured ones. Those values are
considerably smaller id andW than what was given by C10 partly due to the spurious crossover
into W velocities having diminished. We point out that these valagree well with the results
of Kepley et al. (2007) and Smith et al. (2009). Although we tigee same sample with the same
distance scale as Smith et al. (2009) we cannot confirm theitegl errors of 2kms!, since
the systematic uncertainties by the distances within teeitvet al. (2008) method and sample
cleaning are currently too large to assess dispersions cal@lsetter than 5%.

8.7 Conclusions

We have described how errors in distance estimates resait apparent systematic retrograde
motion of the Galactic halo, an effect to which the SEGUE/SBample is especially prone by
its strong poleward orientation. The general problem dfagise biases similarly applies to any
study that makes use of proper motion-based estimates. @/éhtw the distance derivation of
Carollo et al. (2007) and Carollo et al. (2010) is flawed by sgrstars into unphysical positions
in the colour-magnitude diagram: objects are placed betwhee subgiant and dwarf sequences
in positions that would require stellar ages in excess ofatpe of the universe. Despite the
elegance of the general idea to sort stars into known segeemacording to their estimated
gravities, the method itself and the used gravity cuts atemedl supported by measurements.
Moreover there is no "turn-off’-sequence, but turn-offrstare populating a region that spans of
order 1 magnitude in luminosity. In this light the statemleytC10 to have distances precise to
about 10- 20% is an unsupported claim.

From the distances kindly provided by Carollo et al. we calted back to their assumed absolute
magnitudes and found systematic differences-df.2 to 03mag and a large scatter for metal-
poor main sequence stars towards the adopted main sequaiiicaton as well as towards the
age-dependent calibration by Ivezic et al. (2008), alstdféine red side of the suspected turn-off
region. The adopted main sequence calibration is onlythiddinter than the theoretical BASTI
isochrones.

We have shown in Section 8.4.3 that the claim by C07 and C10 te foanmd a counter-rotating
extended tail of the halo is largely caused by unphysicalragsions about locations of stars in
the colour-magnitude diagram, by magnitude uncertaimiése turn-off stars and by the use of
a too bright main sequence calibration. The correctneds®fdil can be ruled out by statistical
tests, as described in Section 8.5. The tail diminishes wietimit the C10 sample to dwarf
stars and disappears when we make use of the better founelzid bt al. (2008) calibrations,
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which are consistent with fiducials and isochrones. In $add.6.2 we demonstrated that the
halo distribution for the dwarf samples regardless of thaliad distance determination can be
fit by a simple Gaussian component.

We have also shown that in the DR7 pipeline stars with lowemlteties are shifted towards
lower gravities, considerably increasing their fractioncamg the thought-to-be turn-off stars.
Further the magnitude difference for their main sequenaes stgainst the Ivezic et al. (2008)
main sequence calibration grows towards lower metaklisitirhe stronger prevalence of distance
errors at the metal-poor end of the metallicity distribatigill thus give any spurious counter-
rotating tail members a biased metallicity distribution.

Finally we have shown that the claim of C10 that the counteating component members reach
to higher altitudes can as well be traced back to distancarm@tations: the dispersion of the
vertical velocity component is significantly increased bgit distance errors, though due to the
polewards sample orientation this effect would at first okiiesmaller than for the other veloc-
ities. As shown in Section (8.5) simultaneously Wevelocities of the halo stars with distance
overestimates are artificially increased by of order 50ktmga spurious velocity cross-over
terms from the heliocentric azimuthal velocities in theiwiion. The effect is strongest for the
most strongly retrograde objects (they have the largegidegitric\y) and is aggravated by their
selection for stars in galactocentric radius 7kp& < 10kpc. This colludes with their metal-
licity dependent distance bias (see above) to produce fineings of decreasing metallicities
at high altitudes. There is a slight excess of more metat-gta's in a single velocity bin at
high vertical velocities, which is not mirrored by the beiwaw at high total kinetic energies. We
argue that this is most likely a reflection of a well-knowndbstream that has been identified by
Helmi et al. (1999) and Kepley et al. (2007).

Another source of error is the modelling of especially théa@Gtéc disc azimuthal velocity dis-
tribution by Gaussian components. It was shown byi@trerg (1927) that Gaussian modelling
of the Galactic disc lead to unphysical results and the ifieation of spurious components on
the low rotation side because of the extented tail. As thevakl® velocity distribution enforces
in most cases the introduction of a second Gaussian compdhan- being a mere artifact by
wrong assumptions - can then be misinterpreted as physahbty; Gaussian modelling of the
Galactic disc in a combined disc and halo sample can wromggefthe halo component into the
prograde regime to compensate for the two steeply fallisg tBrms. Consequently this then
creates the need for inference of a retrograde componentipensate for the bias.

We also argue that magnitude based distance assessmemesanéroduce a velocity bias that
resembles the Lutz-Kelker bias: If the error in absolute mitages follows a Gaussian dis-
tribution, the distance error distribution will thus form extended tail that grows stronger with
increasing dispersions. Via the proper motion part in tHerda@nation of space velocities, which
is proportional to the estimated distance, measured \teedaevelop extended tails away from
the solar motion. For th¥ velocity distribution of especially the halo this gives thalo an
asymmetric velocity distribution with a longer tail in thetrograde regime, a process that can
explain the moderate asymmetries found e.g. by Norris & R$889).

Finally we note that it is by no means imperative that the lhale a Gaussian velocity distribu-
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tion. In this light it is rather surprising that our simple @aian halo component can fit the data
so well. Even if there were deviations from Gaussianity Wigild alone be no convincing sign
for a separate component. A more convincing indication wda a proven difference between
the prograde and the retrograde tail of the halo azimutHatitg distribution, but disentangling
this from disc contamination on the prograde side will bé&alift.

Recently Carollo and collaborators submitted a rebuttal pépeers et al., 2011) claiming that
our analysis presented here be wrong. Instead of discusdlimur arguments their revised
analysis relies on two central claims: They state that teeadce scale adopted by us is wrong
and that there is an asymmetric halo azimuthal velocityribigtion for their metal-poor stars,
neither of which we concur with.

Concerning the distance issue we stress that our conclusiensilid for the Carollo et al. (2007,
2010) and both Ivezic et al. (2008) distance calibrations; work does not rely on a single
distance scale in contrast to claims made by Beers et al. J2@ders et al. criticize us for
adopting the incorrect main sequence calibration of Ivetial. (2008) but failed to note that
we actually stretched this calibration in the same directbtheir preferred one by increasing
the luminosities by @ magnitudes and accounting for alpha-enhancement byasiog the
measured metallicities by®dex (Sect. 2). Importantly, we have also made use of thefemed
Ivezic et al. (2008) calibration (here denoted IvzA7) andl fimo significant differences (e.g.
Fig. 11). Finally, we have made use of direct isochrone dcsta, which fully corroborates our
findings.

As for the azimuthal velocity distribution of the most mepalor stars, we re-emphasize that any
magnitude-based distance scheme invokes a bias in thesdf@istances and thus an asymmetric
azimuthal velocity distribution by definition; this effeist akin to the well-known Lutz-Kelker
(1973) bias and is illustrated in Fig. 8.11. In view of a langagnitude scatter (which their metal-
poor stars clearly have, see their Fig. 5) a Gaussian fit gpirogoriate due to the missing error
handling. In this lightit is not surprising that their newised parameters are quite different from
their original results (e.g. faax > 5kpc their outer halo mean velocity rose frem28kms?t

(cf. Table 1 in C10) to-59+ 20 km/s). Finally, we argue that moving a considerable foacbf
the wrongly identified turnoff stars up to the subgiant/giaranch as done by Beers et al. will
make the distance overestimate for misidentified dwarfsrentioeem even more severe.

In summary our criticism of the C07, C10 works remains in fulir in-depth re-analysis of
their data with different distance calibrations and a prageor handling reveal no convincing
evidence for a dual halo.

The systematic distance uncertainties make it dangerodiato a definitive conclusion for the
strength or existence of a possible counter-rotating hatoponent. All current distance cali-
brations have problems and need improvement before a matbnd the lines used by C07 and
C10 can be attempted. We would like to stress that we do not antthvmot want to rely on ei-
ther of them. Two central conclusions can, however, be draithout having to trust any of the
different distance calibrations: Even on the C10 or CO7 sannglgg their distances, no reliable
detection of any non-Gaussianity in the halo, be it a courttating halo or not, is possible on
the examined data set in any of the dwarf samples. If a sepaoaponent gets detected on a
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larger sample in the future, it should be significantly wedkan what was claimed by C10.
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8.9 Appendix: Details on sample selection and treatment

8.9.1 Kinematics and geometry

We use up-to-date values for the basic constants of our §aldre rotation speed is assumed to
be 220kms?! in concordance with recent results of Koposov et al. (20¥®.apply the recent
determinations of solar motion relative to the local stadd# rest from Schnrich, Binney &
Dehnen (2010), which ig; = (1117952 12247077 7.2570-31) kms~1 with additional system-
atic uncertainties of (1,2,0.5) kms™1. Neither the Galactic rotation rate nor the solar galacto-
centric radiusR;, are very well determined, but the angular motion of Sagitsah* is (Reid &
Brunthaler, 2004). The galactocentric radiufRef= 8.5kpc assumed in C10 is inconsistent with
their assumption for the rotation speed. We ad®pt= 8.0kpc, which is in concordance with
most measurements, and coincides with the most recenhtigetric parallax determination for
Sagittarius B2 (Reid et al., 2009b).

8.9.2 Distance calibrations and metallicities

For adopted distances in SDSS colours two alternatives &he Ivezic et al. (2008) calibration
(see Appendix therein) or the Beers (2000) calibration. Adtipossibility would be using the
isochrones directly, which would allow for a statisticajglementation of the subgiants and also
allow for natural shape changes: however, their handlifgeisond the scope of this work. The
Ivezic et al. (2008) main sequence calibration uses theudtam

M (g —r,[Fe/H]) = (8.3)

= 1.65+6.29(g—i)o— 2.30(g—i)3 — 1.11[Fe/H]— 0.18[Fe/HF (8.4)

whereM; is the adopted absolute magnitude &gd-i)o is the dereddened SDSS colour index.
A short assessment of this formula reveals that it fits the age main sequence relatively well
in the required colour range at low metallicity. Apart frohetshortcome that the subgiants are
not considered, the metallicity dependence is not well hedat the high metallicity end. Fur-
ther the colour dependence is not perfect at the level oigicecrequired for distances and there
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are no crossterms between metallicity and colour, i.e etieeno implementation of metallicity-
dependent shape changes. Thus this relation has to be ubechwiion. A comparison with the
BASTI isochrones reveals that the Ivezic et al. (2008) catibn at low metallicities is slightly
fainter than the isochrones without alpha enhancement.ofi@at for alpha enhancement we
slightly increase the metallicity of all metal-poor stansth [Fe/H]prz < —1.0) by 0.2dex and
let this correction go linearly to zero betwefte/H|pr; = —1.0 and[Fe/H|pr; = 0. In ad-
dition we increase all luminosities byXmag to reconcile the calibration better with the main
sequence oM92 according to the fiducials by An et al. (2008), to avoid amgpscion to have
buried the counter-rotating tail by a too faint calibratiand as we detected a minor distance un-
derestimate in our statistics without this shift. Furthrer talibration is now just slightly brighter
than the isochrones as seen in Fig. 8.4, which is a desiredteft those metallicities, as there
are indications that metal-poor isochrones could undenast the luminosities (or equivalently
overestimate the effective temperatures) of lower mainigece stars (Casagrande et al., 2007).
To account for age effects Ivezic et al. (2008) also sugdeste’age-dependent” calibration,
which rises more steeply towards the blue side (Bd.in their appendix). To meet concerns
of our referee we show all relevant statistics also in thietlg this other calibration. This cali-
bration is steeper in colour than the main sequence cabbrdte. it is brighter at blue colours
and fainter at red colours, following an intention to copé&wthe steepening of isochrones near
the turn-off. However, the steepening of isochrones onjyliap near the turn-off, while this
relation is globally inclined against the main sequencehefisochrones as well as against the
main sequence calibration. As this relation thus does fiotidhe blueward shift of the turn-off
towards lower metallicity, a relative overestimate is etpd for the distances of the blue stars at
lowest metallicity. Vice versa the distances to metal rioim{off stars might be underestimated.
We tested all our results for the C10 dwarf sample and alsouftiing in colour and different
gravity selections to delineate the impact by the turn-effion. As can be seen from the central
panel in Fig. 8.4 the difference between the adopted mainesexsp calibration and the C10
magnitudes persists also to the red side of the turn-oforegnd is also present for the Ivezic et
al. (2008) age-dependent relation.

As an even fourth distance determination we made use of tH&TBAsochrones (Pietrinferni
et al., 2004, 2006). To accomplish that we account againlptraaenhancement with the same
prescriptions as for our adopted main sequence relation.e&ch star we choose the closest
12.5Gyr isochrone in metallicity from a dense grid kindly prded by S. Cassisi for our age
determinations in Casagrande et al. (2011). On this isoelwanchoose the r-band magnitude
from (g-i) on the main sequence. When the turn-off is to theokthe stellar position, we
extrapolate from the turn-off point of the isochrone follogythe shape of the Ivezic et al. (2008)
main sequence relation. So these stars are placed at apa@atesl turn-off point. As one can
easily see from Fig. 8.12 in the central statistics theramarggnificant changes towards the other
main sequence calibrations. We confirmed that no real difiex was detectable.

C10 used a slightly different metallicity scale from DR7, whigas reasoned to balance out a
possible metallicity overestimate on the lowest metajtiend:

[Fe/H]car = —0.186+ 0.765Fe/H]pry — 0.068Fe/H]prr? (8.5)
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Figure 8.12: Vertical dispersions vs. metallicity rewesit The lines are the same as in Fig. 8.9.
Additionally we plot in black the same derived via directaboone determination of distances.

We argue that their claimed overestimate at low metakisitinost likely reflects the impossi-
bility of the pipeline to cope with the faint metal lines inighregion, getting lost in the low
resolution and low signal-to-noise ratios. This effectustesimilar to the loss of accuracy e.g.
in Stromgren photometric metallicities. The formula has theatisgactory effect of aggravating
the well-known bias of the DR7 pipeline to underestimate tie¢ahhcontent of metal-rich stars.
This can be seen by comparison of local stars from the GeGepe@nhagen Survey (Nordsin

et al., 2004) with high vertical energy, to the metallicitgtdbution of the SEGUE disc stars.
Similarly the ugriz metallicity calibration fails to repdace metallicities already slightly below
solar metallicity as can be seen from Fig. 1Aimadbttir et al. (2010). The latter problem is not
of major importance for the halo, but applying the formula@grollo et al. would exacerbate
metallicity-induced errors on the disc population. Weraste that distances are only weakly
affected by this correction on the low metallicity side (imostly for halo stars) as the sensi-
tivity of stellar atmospheres to the logarithmic metatijicscale gets lower. This can be seen in
VandenBerg et al. (2010) or for comparison in fig. 13 of Casatgaat al. (2010).

We use the DR7 metllicities throughout the paper and do ndydpe correction from (8.5), but
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checked that our findings are not significantly affected bygcwng the distance scale.

8.9.3 Deriving space velocities

The dataset contains information on magnitudes, colooesjistances, stellar parameters, radial
velocities and proper motions. We can thus derive the vigdscin the solar/local coordinate
system by:

Up = —dsin(l)l — dcog]) sin(b)b + cog(b) cog] )y,
Vi = dcog)l — dsin(l) sin(b)b -+ cogb) sin(1 v (8.6)
W, = dcogb)b+sin(b)y

wherel,b are Galactic longitude and latitude b are the proper motion componentsliand

b and d is the assumed distance to the stars. Of special inierdse degree of support of
the measurement by radial motions, which are independeatiistzince biases and have smaller
errors. Neglecting the geometrical extension of the sanpé quantity of interest is thus the
term connecting the azimuthal velocity in the heliocenfiraaneV;, to the line-of-sight velocity
V”Z

nv = |cogb)sin(l)| (8.7)

The termny is 1 where the/, velocity is measured directly from the line-of-sight vetgoy i.e.
atb=0andl =90°,270, its contours on the sample are depicted in Fig. 8.1.

Due to the extension of the sample to a radius of more than Bigected on the Galactic plane
a small angle approximation cannot be reliably taken. UtiegGalactic rest frame velocities in
heliocentric coordinatdy = Up +U-,Va = VWh + Ve + Vo ,Wa =W, +W, (whereVg is the Galactic
rotation speedy,,U, andW, are the components of solar motion relative to the localdzteth
of rest) the correction from the local coordinate systemlzmdone via the Galactic angle

dsin(l)cogb)
Rs —dcogl)cogb)

between the line sun-centre to the line star-centre:

a = arctan

) (8.8)

U =Ugcosa —Vasina
V =Vicosa +Ugsina — Vg (8.9)
W :Wa

Throughout the paper blank lettédsV, W denote the corrected velocities in a Galactic reference
frame, which are useful for assessing kinematigs\, W, denote the velocities in the rest frame
of the Sun and heliocentric coordinates, which are the aasatting for exploring kinematic
biases.
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8.9.4 Sample cleaning

The DR7 calibration sample contains 42841 spectra. The &epsaning the sample and the
subsequent reduction of numbers are listed in Table 8.1sasnples used in this work and the
plots are set in bold font. However, a considerable fractibthese entries is double, i.e. stars
whose spectra have been taken several times, some for abseal reasons as to improve the
signal to noise, some as they were both listed among the pledtic calibration stars and the
reddening calibration stars. Therefore it is necessaryemncDR7 samples by identifying any
measurements that are withirblarcsec of each other in both right ascension and declmatio
are within an angular distance of 3 arcsec and haykand magnitude difference belowi®nag.
We chose the entry that gives full information on proper wraiand the latest measurement in
case both contain it. This leaves 33023 unique calibratiars sn our DR7 sample. The C10
sample was already cleaned by them and has the 4 kpc distain@ecording to their distances)
applied, but not the cut in galactocentric radius (which wadt apply either). Hence the number
of unique stars in the C10 sample is only slightly reduced wlierdemand a cross-match by
stellar position on our DR7 table for being less thel & csec apart both in right ascension and
declination. There are some stars dropping out because @saig cross-match and there were
52 candidate double entries with identical position in th® Gample. Among those objects
some are- 0.3mag fainter than their second entry and the corresponditrg e DR7. In total
we found 41 stars which are 0.3 mag fainter in apparent magnitude than their counterparts
DR7. We checked that none of these differences has a signifinpact on the results.

We also removed from the sample the stars with signal to mais@S/N < 10 and those which
are flagged by the SSPP for spectral abnormalities, for catosmatches or for being a sus-
pected or proven white dwarf, as well as those with partitplanreliable radial velocity mea-
surements or SSPP parameters. We thus cleaned the C10 saomple 11700 flagged stars.
Superficial tests did not show any obvious problems causdtidse stars. Following C10, we
also excluded all stars without determined proper motigns"alean” the sample according to
Munn et al. (2004) requiring that botra and opec < 350mas, with an additional require-
ment of those stars to have quoted errors in each proper motimponent ok 5masyrt. We
checked on the C10 sample that 224 objects in their sampleassing this cut did not cause
any noticeable biases. The full cleaning gives a final DR7 $awiii28844 stars, which we will
use when plotting "all” stars in DR7. In plots of the full C10 salemwe use its counterpart of
21600 stars that already fulfills at their distances the tmmdof having all distances smaller or
equal to 4kpc.
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condition DR7 | Carollo et al. (2010)
original sample entries | 42841 —

cleaned sample by C10 — 23647
unique & cross-matched| 33023 23553
unflagged 29655 21828
S/N > 10 29638 21825
4500< Tef < 7000 29601 21823
[Fe/H]DR7,vH fine 29584 21819
prop. motion fine 28844 21600
log(g) > 4.0 17365 15023
log(g) > 4.1 13880 12120
dvz < 4kpclog(g) > 4.0 | 15808 14763
divz < 4kpclog(g) > 4.1 | 12678 11894
dcar < 4kpc — 2160¢

dear < 4kpclog(g) >4.0| — 15023

Table 8.1: Numbers of stars at different cuts in the two sasiplThe quality cuts are applied
cumulatively from the first row until the horizontal line. Bel the horizontal line we show
selected subsamples with gravity and distance cuts. Thedowtn to the quality cut in proper
motion are applied successively. Below the horizontal lirresivow the effects of differnt dis-
tance estimations and cuts on the number of remaining stars.

Subsamples used in the papér:all star sample” P "lvezic dwarfs”, ¢ Carollo all, Carollo
dwarfs.



Chapter 9

The detection and treatment of distance
errors in kinematic analyses of stars

9.1 Abstract

We present a new method for detecting and correcting sysitesraors in the distances to stars
when both proper motions and line-of-sight velocities ar@lable. The method, which is ap-
plicable for samples of 200 or more stars that have a signifieatension on the sky, exploits
correlations between the measukéd/ andW velocity components that are introduced by dis-
tance errors. We deliver a formalism to describe and ing&rre specific imprints of distance
errors including spurious velocity correlations and shifft mean motion in a sample. We take
into account correlations introduced by measurementgréaalactic rotation and changes in the
orientation of the velocity ellipsoid with position in theaaxy. Tests on pseudodata show that
the method is more robust and sensitive than traditionaicgmbes to this problem. We investi-
gate approaches to characterising the probability digioh of distance errors, in addition to the
mean distance error, which is the main theme of the papers &ith the most over-estimated
distances bias our estimate of the overall distance sedéjig to the corrected distances be-
ing slightly too small. We give a formula that can be used toexd for this effect. We apply
the method to samples of stars from the SEGUE survey, exglaptimal gravity cuts, sample
contamination, and correcting the used distance relations

9.2 Introduction

Studies of stellar kinematics in the Milky Way are of enormamportance as they hold the key
both to measuring the gravitational field of the Galaxy anahi@velling the Galaxy’s history and
manner of formation. Consequently considerable resouestbeen, and are being, devoted to
measuring the velocities of stars.

1 The content and text of this chapter are being publishedaniy@&entical form as Sdmrich et al. (2011b).
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Two different techniques have to be used to measure the tuegonents of velocity with
respect to the Sun: the componepilong the line of sight to the star is measured spectroscop-
ically, while the component ; transverse to the line of sight is determined by combinirgy th
measured proper motionwith an estimate of the distancgo the star. Over the next decade
enormous numbers of distances will be obtained from pamdlaneasured by the Gaia satel-
lite, but currently the great majority of distance estinsat@ve been obtained by comparing an
estimate of the star’s absolute magnitude with its apparegnitude. This process is liable to
systematic error in several ways. Giants can be mistakesubgiants or even dwarfs of the
same colour (or vice versa) and assumed ages severely icdltles adopted luminosities in the
turn-off region even for well classified stars. Also, the jpigal metallicities may be biased as
discussed by Lee et al. (2008a) and as demonstrated by fiteishinetallicity scale between
Nordstbm et al. (2004), Holmberg et al. (2007) and Casagrande eR@L1). An erroneous
metallicity will lead to the wrong isochrone being used tteirthe luminosity, and an erroneous
luminosity and distance will follow. Further problems ahat synthetic colours can be wrong
(cf. the discussion in Percival & Salaris, 2009) and thdtastevolution models can predict dif-
ferent luminosities for given metallicity and effectiventperatures; there is evidence that they
make the main sequences of metal-poor objects too faintiglaeim problem”, e.g. discussed
in Casagrande et al., 2007). Finally, erroneous extinctioag be adopted. Since the problems
just enumerated can readily accumulate to systematicnadisthiases in excess of 20 per cent,
some way of independently calibrating the distance scaieéuable.

Here we present a method for calibrating distances thabagmlorrelations between the mea-
suredU,V,W components of velocity that are introduced by systemastadce errors, and is

applicable to any survey that provides proper motions ameldif-sight velocities over a wide

area of the sky.

The idea that the typical distance to objects in a sample eaiobstrained by proper motions is
well known in astronomy — for a useful recent review see Pako®& Gould (1998). The method
of secular parallaxes determines the mean parallax of aaiiquby combining proper motions
and the known mean motion of the population with respectediin (e.g. Trumpler & Weaver,
1962; Binney & Merrifield, 1998§2.2.3), while the method of statistical parallaxes estasat
the mean parallax by combining proper motions with linesigiht velocities (e.g. Binney &
Merrifield, 1998,52.2.4). Our method has points in common with both the abovbaads in that

it hinges on comparing proper motions with line-of-sightoeities but also exploits the mean
motion of the stars with respect to the Sun. It is much lessenalble than classical methods to
guestionable assumptions regarding the shape of the ie&lgpsoid and/or the nature of mean
velocity field (see esp. the discussion in Trumpler & Weal®62). By examining the way
correlations between components of space velocity vary paisition on the sky, we dispense
with the need for prior knowledge of the mean velocity fieldll vike require is knowledge
of the formal errors of the observables and, if the sampleaifficgently non-local, reasonable
assumptions about the orientation of the velocity elligsdirelevant points in the Galaxy.

Section 9.3 lays out the basic theory for the case in whidiaxices are all in error by a common
factor. Section 9.4 extends the theory to the realistic casehich distance errors contain a
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random component. Section 9.5 applies the method to datatfre Sloan surveys. Section 9.6
sums up.

9.3 The mean distance error

We are concerned with the case in which calibration errafsaristance scale cause all distances
have a fractional errof, so the assumed distangdo a star is related to the true distarsdey

§=(1+f)s (9.1)
Consequently the assumed tangential veloZjtys related to the true tangential velocity by
V) =(1+f)v,. (9.2)

The velocity component; along the line of sight is of course unaffected by distancersr

Fromyv and the proper motion§, = b, i = cosbl') parallel to each Galactic coordinate we
infer the velocity componentdJ,V,W) in the Cartesian coordinate system in which the Sun is
at rest at the origin. In this system tbleaxis points to the Galactic centre, tleaxis points in
the direction of Galactic rotation, and tké axis points to the north Galactic pole. The relevant
transformation is

(UO) (Sub)
Vo | =M{[sy |, (9.3)
Wo v

where the orthogonal matrix
—sinbcosl —sinl cosbcodl
M = | —sinbsinl cod cosbsinl | . (9.4)
cosb 0 sinb

The velocity components inferred from distances that heagtibnal errorf are

U SHp
V]=M(I+fP) sy |, (9.5)
wW VH

wherel is the identity matrix and

100
P=(010]. (9.6)
000



9.3. THE MEAN DISTANCE ERROR 197

Table 9.1: Explicit expression for the matixthrough which distance errors introduce correla-
tions between the apparent components of velocity, and pression for the relation between
the errors inU,V,W) and in(i, V).

1—cogbcog| —3cogbsin2 —31sin2bcos

T=MPMT = [ —Zcogbsin2 1 cogbsir?| —;Lsin 2osinl
—2sin2bcos —isinZsinl  cogb
eu S&p —sinbcosl (1+ f)sg, —sinl(1+ f)se +cosbcodl g
ev | =M(I+fP) | s& | = | —sinbsinl(1+ f)se, +cosl (1+ f)sg +cosbsinlg
ew €| cosb(1+ f)sep + sinbeg

Hence the true and measured Galactocentric componenttogftyeare related by

U Uo Uo
VI]|=MI+PMT [ Vo | =(0+FT) [V |, (9.7)
W Wo Wo
where
T=MPM'. (9.8)

Table 9.1 gives an explicit expression for which has direction-dependent off-diagonal ele-
ments. Consequently, when=£ 0 the inferred value o#V has linear dependencies blg and

Vo with coefficients that are known functions of Galactic posittimes f. By detecting these
patterns of bias, we can measure the amduny which distances have been over-estimated.
The phenomenon we exploit can be understood by an examplesideora star at a Galactic
longitudel = 0 and latitudeéb = 45°. Suppose the star’s only non-zero component of velocity (in
the Sun’s rest frame) idg > 0. This motion generates both a proper motign< 0 and a line-
of-sight velocityv away from us. If we over-estimate the star’s distance, thgeatial velocity,
which lies in the(U,W) plane, will be over-estimated, and we will infer a negatiedue forWw
instead of zero. By the same token, a star with over-estindistdnce that hady < 0 would
haveW > 0. In the southern Galactic hemisphere signs reverse arat avsh over-estimated
distance ab = —45° with Ug > 0 will be wrongly assigned a positive value &f. Hence a
systematic tendency to misjudge distances can be detegtiedking for correlations between
velocity components that vary over the sky in given ways.

The Sun moves in the direction of Galactic rotation fastantthe circular speed and all Galactic
components are subject to at least some asymmetric drif/g3o< 0 for most groups of stars,
especially halo stars. Consequently, the clearest sighatserroneous distance scale are usually
correlations between the measured valudd ahdV and betweeiV andV.
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9.3.1 A naive Approach
Equations (9.7) yield

U= (1+ fTyu)Uo+ fTuvVo+ f TuwWo
V= (1—|— fTvv)Vo—l— fTvuUo + f TvwWo (9.9)
W= (1+ fTww)VVo—{— fTWUuo+TWVvo.

Suppose for each hemisphdre- 0 andb < 0 we bin stars ih and inV ~ V. Then for each bin
we could average the first and third equations, obtainingd&oh bin two equations

(U) = ((1+ fTuu)Uo) + f(TuvVo) + f{TuwWb)
(W) = ((1+ fTww)Wo) + f(TwuUo) + f (Twv Vo). (9.10)

We expect the population of stars under study, taken as aaytodbe moving neither radially nor
vertically, so at anyb,|) the mean values &dy andWy should be the reflex of the solar motion,
(U, Ws). With this assumption in theg equation we may set

<(1+ fTuu)Uo> = —(1—|— f<Tuu>)U®
(TuwWo) = —(Tuw)Wo, (9.11)

and similar relations can be used in heequation. Finally we maké the only unknown in
equations (9.10) by assuming, in a first approximation,\¥hat V. On account of Poisson noise,
the sample values of quantities such@syWo) will differ from our adopted values- (Tyw)Ws,
so the equations will not be exactly satisfied, but we can Hezkalues off that minimise the
guantities

=Y [U)+ A+ F(Tuu)Us

bins
—f (Tuv V) + f (Tuw)Ws | (9.12)
Sw Ebz [(W) 4 (14 (Tww) )Ws

+F (T )Us — F(TawV)]%

After determining the optimum value df this value can be used to correct the distances and the
velocities derived from them, and a new valuefa$ then obtained, enabling the distances to be
corrected a second time, and so on until convergence haséaemed.

The scheme just described is straightforward conceptaatiydoes work, but suffers a significant
loss of information from the need to bin the data and to repthe measured valuesdfandw

by —U. and—W.,. Therefore the results shown in this paper are obtained liffemaht scheme
that is described in the next subsection.
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9.3.2 A more effective approach

Our method is based on the principle that the true valug of W can be decomposed into a
mean velocity field of known form with componertisandW, plus a random variabléU or

W that has zero mean, &t = U + dU, etc. In this subsection we make the assumption that
the mean velocity field may be approximated by the reflex oftiar motion, st#J = —U,, etc.

In Section 9.3.5 we will lift this restriction to allow for Gtic rotation. Also we argue that in
the second or third terms on the right of equations (9.9) we replaceVp by V on the ground
that the inferred value is close to the true value and theepiesin these terms of an explicit
factor f implies that the error made by replaciMgby V is O(f2). The same argument enables
us to replacé&Jy by U andWp by W in these terms. With these replacements the first and third of
equations (9.9) become

U=-Ug+ fx+ (1—|— fTuu)5U
W=-W,+ fy+ (1—|— f Tww ) OW, (9.13)

where

x=—TyuUs + TuvV + TuwW
y=—TwwWs + TwuU + Tww/ V. (9.14)

We now eliminate reliance on prior knowledge of the solarioroby subtracting from each of
equations (9.13) its expectation value, and have

U—(U)="Ff(x— X))+ (1+ fTyy)oU

W — (W) = f(y—(y)) + (14 fTww)OW, (9.15)
We determine the optimum value &ty forming the sample surfis

D Ui—(U) = f(x — (9)]xi = (1+ fTyui)dUix (9.16)

> W= W) = F(yi = (W)]yi = D (1+ FTwwi) SWy;.

The right side of the first equation would vanisidW were uncorrelated witkbutitiscorrelated
because depends o andW, which in turn depend oy = —U;, + dU. In fact one easily
shows that

(1+ fTuu)OUX) = fF((1+ FTuu) (T + Téw ) OU?). (9.17)

2 The accuracy with whiclfi is determined can be slightly increased by weighting eachiethe sums in egs.(9.16)
by the inverse of the expected standard deviation of thesrteisn or by using Huber-White standard errors (White,
1980).
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Table 9.2: Parameters of the mock disc and halo samples ogedts. All velocities are in
kmst

Component gy Oy Ow Vg
Disc 55 45 35 180
Halo 150 75 75 O

Since we are working to @] only, we neglect the second term in the first bracket on tiple ri
and use the resulting expression in equation (9.16) to $otvé. We find

B Cov(U,x)
 Var(x) + (T3, +Téw) 08

(9.18)

whereg§ = (6U?) and we have identified sample means with expectation vahmsogously,
from the second of equations (9.16) we have

B Cov(W,y)
Var(y) + Ty + Tu) o

(9.19)

As with the naive scheme, we proceed iteratively, succelgsoorrecting the distances according
to the value off yielded by the current distances, uritibecomes negligible. The precise values
of the denominators in our expressions faare not important because we rescale distances until
f 0 Cov(U,x) =0or f OCov(W,y) =0. This circumstance is fortunate as only an approximate
values ofoy andoyw may be available. Note that equations (9.18) and (9.19) mekeference

to the solar motion so that in contrast to the secular parétii@y require only information about
the shape, but not the average value of the mean velocity field

In the following, when using equation (9.18) we shall ddlithe “target variable” anc the
“explaining variable”, while when we use equation (9.M)will be the target variable angthe
explaining variable.

The reader may wonder why we do not obtain a third estimatefadm theV equation of the
set (9.9). The problem is that we cannot wkite= —V,, + 8V by analogy with our treatment of

U andW, because most stellar groups have mean azimuthal veksitnaller than that of the
Sun, and in fact the mean azimuthal velocity of a group witiuaith location.

The quantitie ; Uix; andy ; Wy; implicit in the right sides of equations (9.18) and (9.1t
cross-terms such gg UV, andy; UiW. As explained above, usually thecross-terms contain
the largest amount of information regardihgexcept wherV lies near zero, when th& cross-
terms provide the strongest constraintsfonV is the target velocity of choice both because it
has the lowest velocity dispersion, and because it is |dfsitad by streaming motions, which
are largely confined to thHgV plane (Dehnen, 1998).
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Figure 9.1: Value of the fractional distance erffofrom equation (9.19) versus value bfbias
in a mock sample of 450000 disc and 50000 halo stars. The iDke&ds unit slope.

9.3.3 Tests

In this section we test the effectiveness of the schemeetkrivthe last subsection by deriving
pseudo-data from a model Galaxy, and analysing them in tbgepce of systematic distance
errors. We have conducted such tests using a model obtayjnadding gas and star formation
to a halo formed in simulations of the cosmological clusigrof collisionless particles. The
results of these tests were entirely satisfactory, but weataeport them here for two reasons:
(a) considerable space would be required to describe thex@Gatodel with sufficient precision
and the model is in any case not entirely realistic, and (b)ntodel provides a rather limited
number of particles in the vicinity of the Sun, so the statstprecision of the tests is inferior
to that of the tests we will present. These use data obtanoad & Galaxy model that is highly
idealised, but which has the flexibility to produce data thalude or exclude whatever features
in the data might affect the performance of our method.

Our idealised Galaxy model has a non-rotating halo and aimgtdisc. The velocity ellipsoids
of both components are triaxial Gaussians: Table 9.2 glves/alues of the dispersions. The
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mean rotation velocity of the disc is taken to be 180kmand the circular speed is 220km's
The sampled stars are distributed uniformly in distancevéen 05 kpc and 4 kpc, and uniformly
in Galactic longitude and latitude, which gives the sampdé&r@ang poleward bias that resembles
the bias encountered in real samples better than an iscaéibpdistributed sample would. The
solar motion is in addition offset by the local standard @it neelocity vector as determined by
Sclonrich, Binney & Dehnen (2010).

The crosses in Fig. 9.1 show the valuefafecovered from equation (9.19) on the first iteration,
f1, versus the preset fractional distance over-estimhatpplied to the sample. Each cross shows
an independent realisation of the pseudodata, which ¢eed&50 000 disc and 50000 halo stars.
The crosses fall on a curve that passes thrq0gh) as we would hope. The straight line through
the origin with unit slope is also plotted and we see that| for$ 0.2 the slope of the curve is
close to unity, so convergence of the iterative procedurap&l. However, the key point is that
the curve passes through the origin and has no point of irdlec$o long as these conditions are
satisfied, the iterative scheme will converge on the codstance scale regardless of the slope
or curvature of the curve.

Fig. 9.2 demonstrates that the method works well even inlikerace of solar motion by showing
results analogous to those of Fig. 9.1 for a sample of statdds no net motion with respect to
the Sun and an isotropic velocity distribution around tHarsmotion, i.e. without any systematic
offset. The minor difference between the estimatordJoandW derives from second-order
effects inf by the polewards bias in the sample geometry. Note that dsilnpar regression of
W ony from equation (9.13) would give the right zero point and salfinan unbiased distance
estimate, but due to the lack of correction factors to theodenator Vafx) would give a slope
that is a factor 2 too large and hence a bad convergence lbeinawvithe iteration.

9.3.4 Impact of random errors

We now consider the impact on our technique of random measneerrors. If we measured
U, V andW directly, random errors would have no impact because thayldweimply inflate
the scatter in these variables that is inherent in starsga@ndom velocities. Unfortunately,
we do not measurd,V,W directly but calculate them from the measured valuegfy and
v|. Consequently the error in say introduces correlated errors into bdthandV. Since our
technique consists precisely in attributing correlatibesveerlJ andx (which depends oW) to

a non-zero value of, we must consider the contribution of the errors to the datias between
U andx or W andy if we are to estimaté correctly.

Our key assumption is that the errorgigyy andv are statistically independent, have vanishing
mean, and have finite and approximately known variances. el.€t, ¢ be the errors in the
proper motions and line-of-sight velocity. Then the randamors inU,V,W are

€y S&p
ev | =M +fP)|sg |. (9.20)
ew g
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Figure 9.2: Value of the fractional distance erfofrom equation (9.18) or (9.19) versus the
input value off for samples of 500000 stars with an isotropic velocity disttion and no solar
motion. The line of unit slope is also shown.

Table 9.1 gives an explicit expression for the right sidehas equation.

Consider now the correlation, between a target variableVagnd the explaining variablg
LetW =W’ +ey andy = Y + g, where the primed variables are the components without the
error andey, ey are their errors derived from equation (9.20)

(Wy) = (W'Y) + (ewey) + (W'ey) + (ewY')- (9.21)

Given that the errors are unbiased, the correlations su¢Wag) between the true velocities
and the errors vanish. Consequently the changédivat the errors introduce through equation
(9.19)is

(ewey)
(Y2 + (Téy + T ) O

e =

(@)
T TR 5-22)
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Figure 9.3: Tests of the effects of random measurementseimoa mock sample of 500000
stars, among which are 50000 halo stars. The left and ceatrel show how the values of
Cov(W,y) and Vafy) are affected by measurement errors, while the right pahels she values
of f1 using equation(9.19) with and without the correction tefanghese samples. In the upper
row the proper motions are error free and the horizontal gixiss the error in;, while in the
lower panelv| is error free (red and green crosses) and the horizontalgixes the error in
proper motions. In the bottom right panel we added the casefieed radial velocity error of
30kms! (green squares and purple circles) to demonstrate theesupkrposition of the error
correlation terms on the covariance.

The second term on the right side is smaller than the firstaamie iterate towards = 0 it van-
ishes altogether. Hence we neglect it. With this term négteave can obtain the error-corrected
value of f simply by subtractingeyey) from the measured value ¢¥Vy) before inserting its
value into equation (9.19).

We now calculate the error-error correlations. We have fegmuations (9.14)

(euex) =Tuv(euev) + Tuw(euew)
(ewey) = Twu (eweu) + Twv (ewey). (9.23)

When we use Table 9.1 to express the errors in terms of the itated) errors in the observ-
ables, we find

(euev) = 3sin2[(1+ f)?s*(sir’ bef — &) + cos bef]
(euew) = —3sin2bcos [(1+ f)’s’ef — &f] (9.24)
(ewev) =—3sin2osinl[(1+ f)*Sgf — f].
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From the definition off we see that these terms exclusively depend on the measstad b
s = (1+ f)s, so we can correct for proper-motion errors before detengif. Finally using the
explicit form of T from Table 9.1 we obtain our correction terms:

(euex) = —3{cos bsin? 21 [(s?(sin bef — &) + cos bef]
—sin’ 2bcos’| [s%e; — &f])} (9.25)
(ewey) = 3 Sin 2b{s?gf — ef}.

The left panels in Fig. 9.3 shoyeyey) as a function of the errors in the line-of-sight velocities
(upper panel) and the errors in proper motions (lower par{él) the upper panels the proper-
motion data are error-free, while in the lower panels the-biftsight velocities are error-free.)
All points are determined from realisations of a Monte-Cadonple of 450000 disc stars and
50000 halo stars sampled from the model described by TableThe agreement between the
analytic formula and the Monte-Carlo results is perfect. @ooant of the large distances of
most of the stars, the proper-motion errors produce sutisligrgreater values ofeyey) than
do the errors irv (which will be negligible for most present-day samples)eTight panels of
Fig. 9.3 show the shifts iy (red crosses) that arise from the correlations plotted etetit. The
uncorrected values df exhibit a quadratic behaviour for small errors as can be arperom
equation (9.25), while for larger errors growth in the denmator on the right of equation (9.19)
abates the growth iff1|. The blue crosses show the values fpobtained when we correct our
estimate according to equation (9.25). The green squargibottom right panel depict the
case when we varygy,, at a fixed line-of-sight velocity erras, =30kms 1. This demonstrates
that the error effects can be added linearly and our formagjs/es a perfect account of them
(purple circles). We also checked that as predictgdloes not affect our distance estimate when
targetingWw.

The largest uncertainty in the corrections given by equat(®.25) lies in the assessment of the
measurement errors. The model data used above includeeehsotstars, which have errors
that are larger than will often be encountered in practiaeth®s test suggests that it should be
possible to correct for the effects of measurement erronsast samples.

9.3.5 Rotation of the velocity ellipsoid

Regardless of a star’s location, we have been decomposwejatsity into Cartesian components
in the frame that is aligned with the Sun-centre line. Sihtgframe is not aligned with the prin-
cipal axes of the velocity ellipsoid at the location of a digtstar, we anticipate non-vanishing
values of(UV), etc., even in the absence of distance errors. We now adilissssue.

Let the components of velocity of any star along the princga@s of its local velocity ellipsoid
be (Ug,Vy,Wy). Then with the anglea and defined as shown in Fig. 9.4, the angldetween
the projection onto the plane of the velocity ellipsoid’adpaxis and the Sun-centre line is given
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Figure 9.4: The definition of Galactic coordinates, helitde velocities and the anglesand3.
GC signifies the Galactic Centre. The purple ellipse depetsiirection of the radially oriented
main axis of the velocity ellipsoid (aloridy), which defineg3.

by
ssinl cosb
a= arctan(RO ~<cod cosb) , (9.26)
and the heliocentric velocity componeiit$,V,W) are given by
U+Ug Ug
V+Vo | =R(a,B) | Vy |, (9.27)
W -+ W, W

where

cosa cosB sina cosa sinf
R(a,B) = (sinacosﬁ cosa sinasinﬁ) . (9.28)

—sing 0 cos3



9.3. THE MEAN DISTANCE ERROR 207

Both observation (Siebert et al., 2011) and theory (Binney &Wlan, 2011) suggest that
andp will take values close to the Galactocentric azimgtand Iatitude% m— 0 of the location
in question. In our tests we will assume that these relatma®xact.

Correlations from mean streaming

A major contribution to the velocity componedsandV comes from the azimuthal streaming of
stars, which we take to have magnituggR, z). This motion invalidates our assumption above
thatU = —U., + dU. Instead we now havd = —U; +U + U, whereU is theU component
of the velocity field given by, at the star’s location. Specifically we have

U(s,1,b) =Vgsina, (9.29)

where there is dependence @)l,b) both througha and through the (generally unknown) de-
pendence of, on (R, z). Unfortunately, bothlyy andU are odd functions off, so correlations
contributed by distance errors can be interpreted as dudféoeshtial rotation and vice versa.
On account of this facwV, to whichv,, does not contribute, is a more useful target velocity than
U. However, it is nonetheless worthwhile to consider bwan be targeted.

The first of equations (9.13) now becomes

U =—Ug +Vpsina + X + (1+ fTyy)oU. (9.30)
To determinef from these equations we assume that
Vo =09(R,2), (9.31)

whereg(R,z) is a function that describes the way in whigf varies with position an® =
Vo(Ro,0) is the local streaming velocity of the population under gtud the simplest case we
assume thag has no dependence &pand we estimate its dependencezdrom the data, using
the current distance scale. Ongéas been chosen, and a preliminary value@aadopted, we
can determine the value gffor each star. We primexiin equation (9.30) becaugeontains the
mean motion irJ, so we have to split off the rotation term:

X =x+TyuOg(R,2)sina. (9.32)

The distance errof causes the measuredto deviate from the true valug, but we can correct
for this effect by Taylor-expanding’(f):

SRysinl cosb

Ry cod cosh)? +0O(f2). (9.33)

sina = sina’ — fcosa’

Then

U=-U,+0p+ fx+ fOk+ (1+ fTyy)dU, (9.34)
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where

p=9(R z)sina’
SRpsinl cosb
(Rp— g cosl cosh)?”

Now we can proceed identically to the derivation of equati®ri8): we first subtract from
equation (9.34) its expectation value to obtain

U—(U)-0(p—(p))— f(x=(X)
— fO(k— (k) = (1+ fTyu)dU, (9.36)

k=Tyyp+cosa’ (9.35)

and then we multiply;; and pi and sum over our sample. Introducing the abbreviasigh=
Cov(a,b), this gives two equations for the unknowhsnd©:

Sux — OSpx— fSe— O = F(Thy + Tow) 0

Inserting® from the second equation into the first and dropping all tesfreeder f2 we obtain
our estimator

SUxSpp — SpxSUp

f—
SxSpp — Shx + SkUp — SUxSkp + 205 Spp

(9.38)

wheret? = (T4, + T4, ). For a quick calculation the third and fourth term in the deirator
can be neglected as they are in general small and only affectlbpe. Again we solve these
equations iteratively, at each iteration updating theaglisés and recalculating for each stax
andg.

Correlations from random velocities

In the heliocentric frame the random componéht = Uy + U, — U is correlated withdV =

Vo + Vs —V because the velocity ellipsoid at the star’s location isaligned with that at the
Sun’s location, so the rotation matiX(a, 3) of equation (9.28) is non-trivial. Consequently,
when we calculatéU TyyV) in the course of evaluatingy) x), the correlation will be larger than
the one we want bydU Tyy dV). We now determine the magnitude of this correlation so we can
subtract it from the correlations we obtain from the datamto determiningf. Bearing in mind
that (dUgydVg) = 0, we have

(0UTyyoV) = ((0Ugcosa cosP + dVgsina + dWycosa sinf)
x Tuv (—dUgsina cosP + dVycosa — dWgsina sinf)) (9.39)

= 1(cogbsin2 sin20 (co Baj — o% + sirf Bag))
Similar calculations yield the additional correlations

(8UTuwdW) = 1(sin 2B sin2bcosl cosa (a3 — oF)) (9.40)



9.3. THE MEAN DISTANCE ERROR 209

0.6 1 1 1 1 1
04
0.2 |
q_\—l 0 RPN C rolts .. oS R
-0.2 targeting U
corrected U
04 targeting U, disconly =
' corrected U, disconly o
1.1 —
-0.6 . : :
0 0.2 0.4

Figure 9.5: The effect of including the corrections for tata of the velocity ellipsoid. Two
samples are used: one has just 500000 disc stars and thedmaz150 000 disc plus 50000 halo
stars. Both samples are strongly affected by rotation of ébecity ellipsoid, yet the correction
successfully shifts the points so they pass through thenori§s expected, the sample with a
halo contribution is less strongly affected.

and
(8VTywOW) = 1 (sin 2osinl sina sin28(ag, — a3)) (9.41)

The red and blue points in Fig. 9.5 show what happens if onerégnthe impact of azimuthal
streaming and rotation of the velocity ellipsoids when deteing f by plotting on the vertical
axis the value off that is recovered from equation (9.18) against the inpwievalf f. The red
points do not pass through the origin, so the estimated \@iueis non-zero even when the
distances are, in fact, correct. The green and blue poinis gt when the formulae above are
used to subtract the contributions to the measured caoetatrom velocity-ellipsoid rotation,
the points pass through the origin as we require. The mockwsd in these tests consisted of
450000 disc stars and 50000 stars belonging to a non-rgtasto in one case and a pure disc
sample of 500000 objects in the other case. For one test odsthe disc stars were used, while
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all the stars were used in the other case.

9.3.6 Components with extreme velocities

Samples of halo stars generally have large méarelocities relative to the Sun. So long as
we are confident that the sample meandJgpfandWy are far smaller than that &f, we can
greatly simplify the analysis of the sample. While some sas@f high-velocity stars may
show a degree of radial streaming on account of the Herctdestseam, the only indication of
streaming in the vertical direction is a very small corrielabetween/ andW that was detected
in the Hipparcos proper motions by Dehnen (1998), and iné¢egd by him as the signature of
the Galactic warp. We proceed under the assumption(that= —Ux and (Wp) = —W,.

At each point on the sky we imagine taking the sample meaneofttind of equations (9.9) to
obtain

(W) 4+ (1+ fTww)We + fTwuUs = fTwv (Vo) (9.42)

On the left we neglect terms of ordérand redetermind as the value which gives the least-
squares fit between the functions of sky coordingWs -+ W, and Twy (Vo) ~ Twy (V). The
formal error in the recovered value is

& = 1 ow
T UNV)on,

whereN is the number of bins on the sky. For a typical sampig, ~ 0.2, and for halo stars we
have(V) ~ 250kms* anday ~ 100kms, sog; ~ 2/+/N, which gives an error i &5 ~ 6.3%
for a sample of 1000 objects. We can reduce this error by ubmgorresponding equation for
(U) —the reduction is by a factor slightly smaller thgi2 becausey > ow.

If initially our distance scale is significantly in error, ofirst values of(V) will be wrong. The
magnitude of the problem is given by the first term on the rajtithe second of equations (9.9):

(9.43)

(Vo) =~ 1+<fL<>Tvv> (9.44)

where the angle brackets arouig, imply the average over the surveyed region of the sky.
Eliminating (Vo) between equations (9.42) and (9.44), we obtain

(W) + W, ~ (V). (9.45)

f T
1+ f(Tvv> WV
It is now straightforward to determiniefrom the mean slope of the correlation betweefw) +
W andTywy (V):

X
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Figure 9.6: The effect of an unbiased Gaussian distribubiodistance errors in a sample of
450000 disc and 50000 halo stars. For comparison we plotthadiJ andWw for the corrected
fitting formulae. At larger standard errors of the distantes average distance estimate diverges
guadratically. FokV we show the fitting line m530f2 obtained for 0 < o7 < 0.4. Beyond this
point the error loses Gaussianity because we have to cut dlusgan distribution in order to
avoid negative distances.

This simple-minded approach to the determinatiorf afses the available information less ef-
ficiently than the technique described in Section 9.3.2 ithista good way of detecting a sys-
tematic distance error and its sign prior to iterativelyreoting the distance scale. This is the
approach that led Séhrich, Asplund & Casagrande (2011a) to suggest that thardiss to
low-metallicity stars in the SEGUE dataset were being syatecally over-estimated.

9.4 Scatter in the distance errors

To this point we have assumed that the distances to all stertsiio the same fractional error,
f. In reality any systematic offset will be combined with rand scatter, and we now consider
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whether in these circumstances the fadttiat we recover from the whole population will equal
the average of thé factors of the stars. In other words, does our proceduregean unbiased
estimate off ?

9.4.1 The bias inf

In fact it is not hard to see from equation (9.18) that we muicgate a tendency to over-
estimate the mean value éf stars withf > O will be ascribed the largest velocities and will
thus tend to dominate the sums implicit(wy) and (y?). From the perspective that equations
(9.13) describe linear relations betwedgrandx or W andy, stars with over-estimated distances
will dominate the ends of the line and influence more stromgiyestimate of the line’s slope
than stars with under-estimated distances, which willtelusear the middle of the line.

Fig. 9.6 shows this effect in samples of 450000 disc and 501200 stars in which the input
distances have erroffsthat have zero mean but the dispersmnthat is given by the horizontal
axis. The vertical axis gives the recovered valud offo both cases we apply the corrections
described in subsections 9.3.4 and 9.3.5. The expectedriendor f to be over-estimated in the
presence of significant scatter in the ingutalues manifests itself in the parabolic shape of the
curves formed by the corrected results.

We can recover this behaviour analytically as follows. Weuase that the stars with a given
fractional distance errof’ occur everywhere on the sky, so we can form the sky-avefyes:
over just this group of stars. Defining

n* = (Tév + Tu ) oR, (9.47)
the inferred fractional distance error of the population is

AP Wy
TR () 2+ )
AP g

~ dfR (T (y2 ) g

(9.48)

wherePx (') is the probability density function (pdf) df. Now we we decomposg?) into the
part(y?) | that derives from tangential velocities and the m;aﬁ')” that derives from line-of-sight
velocities. Since the inferred tangential velocities sdidde 1+ f we then have

o JAFP(E P+ )20 0+ (V) 1)
"= TR P+ P+ i + 02+ ] (9.49)

SettingP; [ e °/29% and neglecting the variation ¢§?)+; with ', this yields

2
20%

= 1407+ (n?) 1 /(Y?) L+ (Y2 +n2) /(y?) L

(9.50)
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The parabolic variation of the recovered valuef ofiith the widtho; of the scatter in individual
f-values is now manifest.

Actually, the assumption above of a Gaussian distributfdraational distance errors is not fully
realistic. In fact, thePs(f) has a long tail af > 0. Stars in this tail will have seriously over-
estimated tangential velocities, and 8ohch, Asplund & Casagrande (2011a) argue that as a
consequence a halo sample that in reality has no net roteiote interpreted as consisting of
two populations, one of which is counter-rotating.

9.4.2 The second moment of the error distribution

We can obtain information about the breadth of the distidoubf distance errors in an approach
largely similar to the classical statistic parallax: we @are the square of the speewith the
squares of the line-of-sight velocity. For the measurement of tfté star, we have

V= V\z,i +RWV o, (9.51)
whereF = 1+ fi. Summing over th&l stars in the sample, we obtain

% 14 >RV o

vﬁ Nvﬁ
F2yvd o+ 3 (RP—F2)vd

NG

=1+

(9.52)

_1eFle s Logy(r2id

=1+ V:|2+V:|2 0V< ’VJ_O>'
If the distance errors are statistically independent abeiéies, the covariance vanishes. Further,
if either the velocity distribution is isotropic or the salafs uniformly distributed on the sky so

v, andyv; sample equally all three principal axes of the velocitypsitid, thena = ZV_ﬁ and
equation (9.52) yields

_ 2
F2=1 % -1 (isotropy) (9.53)
|

If the velocity distribution is anisotropic and the sky coage is non-uniform, this formula will
under-estimat&2 when the sample points towards the longest axis of the \gletlipsoid and
over-estimate it in the contrary case.

Classical statistical parallaxes are obtained under thevgstson of isotropic velocity dispersion,
which is the circumstance in which equation (9.53) is ma&lyi to hold, and clearly this equa-
tion is closely related to the classical formula for a stai#d parallax. The main difference is
that is yields the second rather than the first momeift.of
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The covariance in equation (9.52) is non-vanishing whendik&ance errors are not statisti-
cally independent of the velocities, for example, becaustigces are more likely to be under-
estimated when looking into the plane than when looking t@taGic pole.

In practice the scope for reliable application of equat@’®2) is limited since few samples are
uniformly distributed on the sky and have securely knowmiealof the covariance term.

A more effective way to determine the scatterfirexploits the idea introduced at the start of
this Section that stars with over-estimated distances terfthve large values dk| and |y,
while stars with under-estimated distances have smalkgatdi|x| and|y|. Consequently, if in
equations (9.18) or (9.19) we restrict the sum to stars withls(resp. largex? or y? we will
probe the smallest (resp. largest) valued afithin the sample. By combining these estimates
of f with the numbers of stars associated with each range of valb& or y?, we can construct
the probability distributiorP( f) of the overall sample.

Whichever approach we adopt to determine the scattdr ine should take into account the
errors in proper motions. In the first approach they incre@sandvz, in the second approach
they push stars to large vales)3fandy? and thus affect the distance estimator. Fortunately, in
relatively nearby samples the impact of errors in properaonatis limited.

9.5 Implementation

In this section we explain which of the several formulae weetgiven for the fractional distance
error f we recommend, and in what order they should be used. Thenus#ate the procedure
by applying it to a sample of stars from the Sloan ExtensianGalactic Understanding and
Exploration (SEGUE, Yanny et al., 2009) and a sample fronaPalease 8 of the Sloan Digital
Sky Survey (Eisenstein et al., 2011; Aihara et al., 2011).

In any real data set there are likely to be stars with implaysarge heliocentric velocities, and
the first step should be to discard those stars. We discanslfstawith extreme galactocentric
velocities, i.e U], |V| > 800kms ™ or|W| > 400kms L. Then we bin the stars by some quantity
of interest, such as surface gravity, metallicity or valtigg and for each bin use equation (9.19)
iteratively to determing for that group. The values diVy) used in this equation are the raw
values from the data minus the correctigegey) from equations (9.25) and the corrections for
rotation of the velocity ellipsoid from equations (9.405g8.41). Once this stage in the analysis
has been completed, the distances of stars have been edrfecthe most important errors in
the original data, and we may assume that any residual sgtiteenrors are small.

9.5.1 Used samples

We will make use of two subsamples from the SEGUE survey. Qainrsample consists of a
raw dataset of 224019 stars from the eighths Sloan datssee(B4r8, Aihara et al., 2011). Aswe
want the maximum number of stars we can get and not a spedisesand do not fear metallic-
ity biases in the sample, we use all stars with clean photgrfreim target selection schemes that
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Figure 9.7: Values of for the sample of~ 20000 main-sequence stars in the sample of Carollo
et al. (2010) (red curve) and three different selections anSEGUE sample. A mask with a
width of at least 1600 stars and at least 25kmhwidth was moved over the sample in steps of
200 stars. The dotted lines delimit the formai &rror bands associated with these estimates. In
the lower panel we plot the distance corrections from propetions (negative, solid lines) and
the velocity ellipsoid turn (positive, dashed lines) asmediin eq. 9.40.
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do not include any direct kinematic (i.e. proper motion aetof-sight velocity) bias. To ensure
decent quality of the used kinematics, we follow Munn et 2004) in requiring a match in the
proper motion identificationgfatch = 1), a good position determinati@ia, opec < 350mas.
To ensure sensible stellar parameters, we require an &vsiggl-to-noise ratio larger than 10.
Further we require the formal errors on the proper motiom®tmoderateoy, , g, < 4masyr 1.

We exclude any star that lacks a metallicity or a proper nmodiois flagged as having an unusual
spectrum (Lee et al., 2008a) unless the flag indicates cablbancement. To eliminate a hand-
ful of objects with colours far outside the normal caliboatranges we require€ (g—i)o < 1.
Only stars that would be within 4kpc in the first guess distadetermination and pass our
criteria for not being velocity outliers are used. When atgapthe Ivezic et al. (2008) (A7)
main-sequence distance calibration a total of 119577 ptmsthese cuts. Velocities are derived
as in Sclnrich, Asplund & Casagrande (2011a) with an adopted solactgeentric radius of
Ro = 8kpc, a circular speed of 220km’sand the solar motion relative to the local standard of
rest from Scbnrich, Binney & Dehnen (2010). For this work we make use ofdaeeddened
Sloan photometric colours provided in the catalogue.

The sample of Carollo et al. (2010), which comprise80000 calibration stars from SEGUE,
constitutes our second sample. Its parameters derive froeadier version (DR7, Abazajan
et al., 2009) of the SEGUE parameter pipeline, but are ctamdisvith the new data release.
While their sample is no more than a mere subset of our largaplea their sample suffers
from distance over-estimates (as shown byduxlcth, Asplund & Casagrande, 2011a) whose
re-detection illustrates the potential of the method presthere.

9.5.2 Mapping the samples in azimuthal velocity

Fig. 9.7 shows the results of binning the main-sequencs sfdour subsamples of SEGUE stars
by azimuthal velocity, (with the Sun av, = 232km s1). The upper panel shows valuesfof
while the lower panel shows the corrections used to obtaseh-values.

The full lines in the bottom panel of Fig. 9.7 show the cori@ts to f that are required to
account for proper-motion errors —the impact of errong;iis negligible and not plotted. Proper-
motion errors tend to increase the recovered valuk, gb they require a negative correction to
f. Their importance peaks around solar velocity becausedbietribute a roughly constant term
to Cov W, y), while the typical heliocentric velocities of stars, whigtovide our signal, shrink
asv,, tends to the Sun’s value both because of the diminishinguiffisthe rotational component
and because the velocity dispersion of disc stars dimisialse, approaches the circular speed.
The dashed lines in the bottom panel of Fig. 9.7 show the ctores tof that are required to
account for the rotation of the velocity ellipsoid. Theseveis have two peaks because there
is a similar competition between decreasing heliocenteloaities and decreasing size of the
velocity ellipsoid that drives the correction term.

The full red curve in the upper panel of Fig. 9.7 shows theeslf f yielded by equation (9.19)
when distances from Carollo at al. are used for their “maniseace” stars; the dashed red curves
show the error bounds oih We see that is significantly greater than zero fog < 0, the region
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of retrograde rotation, implying the presence of signiftatistance over-estimates. & > 0, f
drops slightly below zero. The full green curve shows theesponding values df for the full
SEGUE sample when distances are obtained from the Ivezic @0®8) (A7) main-sequence
relation. Since the samples are now much larger, the format bounds are tighter than in the
case of the Carollo et al. sample. Nowgt> 0, f is decidedly negative~{ —0.3) implying the
presence of significant distance under-estimates.fFvaue of a sample is aaverage distance
correction, so a given value dfcould imply that all stars have the corresponding distanise m
estimate, or that a fraction of the stars have a larger nistate while the bulk of the stars have
good distances. The blue full curve in the upper panel of Zigshows the values dfobtained
when the all-star sample is restricted to dwarfs by impo#iegestriction log > 4: with this cut
the distances are under-estimated by enl$0 per cent because the gravity cut eliminates most
sub-giants and giants from the sample. The black line shioevsame “dwarf” star sample with
the additional restriction for the primary distance estent bed’ < 2kpc. This cut removes
mostly relatively blue stars that have a tendency to be oblteside of the turn-off point. And
as we can see from the black line in the lower panel the imdgmioper motion errors is greatly
reduced as these are proportional to the square of the éstirdstance.

In light of this finding we conclude that the deep trough ingheen curve for the all-star sample
arises because that sample is severely contaminated byastgo@nd giants. We can probe
the extent of the contamination by dissecting a sample inc#gl space because, as we saw
in Section 9.4.1, stars with over-estimated distancesvasiseat extreme velocities, while stars
with under-estimated distances are dragged towards themsaition. This is why the curves of
the two contaminated samples (the Carollo et al. sample andllstar sample) slope steeply
downward from left to right in the upper panel of Fig. 9.7. Thepe of the curve for the cleaner
sample produced by the gravity cut is much smaller. We can gvanalogy interpret the minor
difference between the black and the blue curves: by thergbnelination of the main sequence,
the distance cut preferentially removes relatively brighie stars from the sample that have a
larger spread in estimated distances.

The sudden rise of at super-solavy, has a different cause. These stars are few in number and
have small heliocentric velocities, and, as the lower pahélig. 9.7 shows, theif-values are
strongly affected by assumed proper-motion errors. Ikedyithat our probably false assumption

of a constant proper-motion error has biased thelues for these stars. By contrast, the
values of stars witlv, substantially smaller than the solar value are insensitiibe handling

of proper-motion errors.

While valuable insights can be obtained by examiniras a function of velocity, a word of cau-
tion about such dissection is in order. No cut or selectiaukhdirectly affect the target variable
(hereW), and cuts on the explaining variable can introduce atsftd@at should be explored with
mock data. For example cutting in the heliocen¥igelocity instead of/, introduces a velocity-
dependent error ifi of order~ 5 per cent. In this case the bias arises from the rotationeof th
velocity ellipsoid, which from selection X creates a bias i, which in turn evokes biases in
W through the vertical tilt of the ellipsoid.
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Figure 9.8: An evaluation of the performance of gravitieSEGUE DR8 and the performance
of the Ivezic (2008) A7 calibration against metallicity armlour. Each of the first three panels
shows results for stars in a restricted range of metalli€iach metallicity group was then divided
by surface gravity ang —i colour andf determined for that group from equation (9.19). We
move a 1200 stars wide mask over the sample in steps of 4006tepgo that every third data
point is fully independent. Error bars give the formal enptus a 30% error on the systematic
corrections. The bottom right panel shows the correctioaderto thef-values of high-gravity
stars of various metallicities for proper motions (solitels) and the turn of the velocity ellipsoid
(dashed lines).

9.5.3 Dissecting the main sample in gravity

By partitioning a sample in gravity we can explore the exterwhich a sample contains stars at
different evolutionary stages since they should fall infeedent bins in gravity. In the following
we use only the A7 calibration of lvezic et al. (2008).

The first three panels of Fig. 9.8 show results obtained bitisgl the ~ 120000 stars into
three ranges of metallicity, with boundaries at [FeAH}-1.2 and—0.5 and then within each
metallicity group splitting the stars in lgg and finally binning them in colour. Each colour bin
has> 1200 stars (the ones at the edges carr00 and> 400 objects), and from one bin to
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the next 400 stars are dropped, so every third data poindependent. Points are plotted at
the average colour of the stars in the bin. Most giant statkisisample have low measured
metallicities so the low-gravity bins are only well-popigld for the most metal-poor stars. The
error bars indicate the formal errors dmplus an error of 30% in the corrections tdor proper-
motion errors and rotation of the velocity ellipsoid.

Since the distances employed assume that every star is omihesequence, giants have severe
distance under-estimates (negatfyeln the top two panels of Fig. 9.8 one can assess the colour
at which stars move up from the subgiant branch to the giartdbr — the precision with which
this colour can be determined is increased if the sampletidiwimed by gravity or metallicity.
The distance under-estimates indicated by Fig. 9.8 ardagiinithose we would expect a priori,
but the agreement is imperfect because the giants in thipleaane very remote, so proper-
motion errors have a big impact on kinematically determidistances.

In the literature SEGUE stars with gravities withirD3< logg < 3.5 are considered subgiants
(see e.g. Carollo et al., 2010). Stars with & logg < 4.0 were classified as turn-off stars until
it was shown by Sabnrich, Asplund & Casagrande (2011a) that this practicesssigrs into
unphysical positions in the colour-gravity plane (at thievant low metallicities, the turn-off
region should end bluewards @ —i)o < 0.4). More recent studies (Beers et al., 2011; Carollo
et al., 2011) classify the stars with63< logg < 3.75 as subgiants and the higher-gravity objects
as main-sequence stars. However, the purple and blue poithis upper two panels of Fig. 9.8
show that it cannot be the case that all stars withgleg3.75 are subgiants, both because at
(g—1i)p > 0.4 the f-values of the stars with.B < logg < 3.75 are significantly less negative
than those of stars with lag< 3.5, and because thievalues of the high-gravity sub-sample are
no smaller than~ —0.3. This corresponds to their being more luminous than megusnce
stars of the same colour by less than a magnitude, wherepsndieg on metallicity, already
at(g—i)o ~ 0.4 subgiants should be more luminous than main-sequencetstanore than 5
magnitudes. We conclude that no reliable selection for sultg is feasible with the current
gravities: in general there is a contamination by dwarfsstanth the well-known effects of
distance overestimates mimicking kinematically hot rgtaeale populations) and at least on the
red side we have to expect some contamination by giants.

The main-sequence relation appears to describe relatuelthe distances of stars with mea-
sured logy > 3.75. Yet, especially in the top right panel of Fig. 9.8 we sea tor all metal-
licity subsamplesf tends to increase bluewards. This phenomenon arises leettaisolour-
luminosity relation we have used is inclined relative to theoretical zero-age main sequence
and assigns quite high luminosities and consequently @iggances to blue stars relative to their
red counterparts.

Fig. 9.8 enables us to choose the lower limit on gravity thait most effectively minimise
contamination of the final sample by stars that are not dwarfss limit appears to rise from
about logy ~ 4.1 at the lowest metallicities to lag~ 4.4 at the highest metallicities. Some
part of the trend may also be connected to the redward shifteturn-off with metallicity.
However, this conclusion should not be blindly transfeteedatalogues other than DR8 because
in this parameter derivation measured gravity is likelyreated with metallicity, so we may
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to some extent see mapping errors in assumed luminosityatis# from errors in metallicity.
Fig. 9.8 also enables us to detect the redward shift witheaming [Fe/H] in the turn-off colour
as the colour at which the dark-blue points of lower-grastiyrs become clearly separated from
the black points of dwarf stars. Also, blueward of the tufihwee expect an increased spread
in values off within the highest-gravity bins, as the SEGUE stellar pa@mpipeline retains
some residual information on how high above the main sequarstar is placed in gravity.

The bottom-right panel of Fig. 9.8 shows the correction$ tequired by proper-motion errors
(solid lines) and rotation of the velocity ellipsoid (dagdH&es). The impact of proper-motion
errors on the most metal-weak stars is small because thesease in the halo and have large
heliocentric velocities. Rotation of the velocity ellipddias similar impact on stars of all metal-
licities because these stars are distributed through lytfaelsame volume and a higher velocity
dispersion both inflates the correction and the signal.inFor this plot velocity errors were
calculated by measuring the dispersions in each subsamglthan assuming constant velocity
dispersions in the lowest metallicity bin and in the othetatieity bins an increase of the dis-
persion by 15 per cent for each kiloparsedznand assuming thaty2)1/2 0 exp(—R/Ry) with

Ry = 7.5kpc. This correction term is small and minor changes in hasvderived will not alter
our results.

9.6 Conclusions

Systematic distance errors give rise to correlations betvwiee measured componefits V,W)

of heliocentric velocities. Similar correlations ariserfr three other sources: (i) measurement
errors in the proper motions, (ii) Galactic streaming masi@nd (iii) dependence of the orien-
tation of the local velocity ellipsoid on position in the @ay. However, each of these sources
of correlation betweeriU,V,W) has a different and known pattern of variation over the sky,
so provided the data come from a wide-area survey, we cantdisgle their effects. We have
described an iterative procedure by which the distancetats are rescaled until correlations
between(U,V,W) are fully accounted for by effects (i) — (iii) above, and ttentribution from
systematic distance errors vanishes.

The procedure works best when the group of stars under staslyaHarge net motion with
respect to the Sun. This net motion is often dominated by @iniat streaming, since the Sun
has more angular momentum than a circular orbit, while netirick-disc and halo stars tend to
have substantially less angular momentum. When azimuttegrsing is dominant, the simpler
formulae of Section 9.3.6 apply. For stars in the thin dist Have similar angular momentum to
that of the Sun the other velocity components usually stithg sufficient information to assess
distances.

In principle we can determine distance errors by using elthe/ or W as a “target” variable,
with the “explaining” variable being composed of the othemponents of velocity and the sky
coordinates. In practicé should not be used as a target variable as the systematatioarof

V velocities with position in the Galaxy would invoke spursocorrelations with the angle terms
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connecting it to the explaining velocity componentd/ is the target variable of choice both
because it has the smallest velocity dispersion and bedasseast affected by the complexities
of differential rotation.U is mainly useful as a target variable for its ability to detare the
mean rotation rate of a population once the distance scaléd@n corrected by exploiting.
We will discuss an application to this rotation term in ali@aming paper.

There are some restrictions on the applicability of the metthat should borne in mind when
using it. The proper motions need to be unbiased and thairseshould have finite and approx-
imately known variances. These conditions seem to be satibff data from the SDSS (Dong
et al., 2011). If the sample is non-local we need to estinfaektent of rotation of the velocity
ellipsoid within the sampled region. Such an estimate cavbb@ned from the sample itself, but
with some residual uncertainty arising from proper-mogorors that particularly affect remote
stars.

Streams and a warp will induce unwanted correlations butkbihood of these giving rise to an
erroneous distance scale is small for several reasons, fbira stream or warp to undermine the
method, the correlations it introduces must vary on the sky similar way to the correlations
associated with distance errors. Consequently, the imgagtstream or warp is likely to be
suppressed given sufficient sky coverage. Second, a watg bewaccounted for in much the
same way we have accounted for Galactic rotation. Thirdfdbgorints of streams or a warp
will show up in conflicting values fof obtained from the two possible target velocitdéand
U. Finally, a stream or warp would induce identical correlasi in the velocities of stars in the
broad colour and gravity range that made up the physicalfeaivhereas distance mis-estimates
will usually vary with spectral type.

In Section 9.4.1 we showed that the estimators given in @eéti3 are mildly biased in the sense
that when there is a scatter in the distribution of distancerg, the estimated value dfwill

be larger than it should be by an expression quadratic in tghwef the distribution. Equation
(9.50) can be used to correct for this effect. As we discugs&ection 9.4.2, the method can
be extended to probe the full probability distributionfofalues rather than just determining the
mean value off . Details of this extension will be given in a later paper.

In Section 9.5 we applied the method to samples of stars fnefSEGUE survey. We concluded
that the distances to stars used by Carollo et al. (2010) aaearage significantly over-estimated
among stars deemed to be counter-rotating, and tend to lee-estimated by 10 per cent near
solar velocity. This is also a nice example on how a sprealdanlistance errors within a sample
can be directly seen by eye, when we dissect the sample inityelthe distance over-estimates
assemble at velocities remote from the solar value (i.e. tljndse retrograde tail of the halo
velocity distribution), while in our all-star sample, whiés contaminated by numerous giants,
the giants are dragged towards the solar motion, so a traughsfin a plot of the correction
factor f versus azimuthal velocity.

In Section 9.5.3 we demonstrated the use of the method tesa#se reliability of the Ivezic
(2008) A7 distance scale for dwarfs and to assess the de§m@m@mination by non-dwarfs
that arises as the lower limit on Iggor entering the sample is varied. For low contamination the
lower limit on logg should increase with metallicity. We conclude that usinty time DR8 grav-
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ities it is not possible to achieve a satisfying selectiosufgiants. The level of contamination
by dwarf stars becomes large once the upper limit oigkexreeds- 3.5. Since any dwarf that is
misidentified as a subgiant has a seriously over-estimagtainde, studies of stellar kinematics
that are based on DR8 gravities should rigorously excludgianks.

We are currently applying the method to recent distancegatrs é1 the RAVE survey (Zwitter
et al., 2010; Burnett et al., 2011). A wide variety of applicas to this method will follow as
it offers a standard tool to identify groups of stars with ljeanatic parameters, to check the
reliability of selection schemes and distance assignnarddinally to correct for any biases in
these distances, e.g. by deviations in reddening withriistérom the Sun.

Our study has also illuminated the kinematic patterns tistidce errors can generate. These
are not limited to the production of spurious counter-iagaicomponents, but include tilts of
the velocity ellipsoids, and by allowing rotational velycto masquerade as motion in either
the radial or vertical direction, can extend to patterns eammotion that, in a sample that is
anisotropically distributed on the sky, can imply a wrongtioo of the local standard of rest.
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Chapter 10

Galactic rotation and solar motion from
stellar kinematicst

10.1 abstract

| examine the imprint of Galactic rotation and Solar motiarthe stellar kinematics from the
Sloan Digital Sky Survey. Apart from the azimuthal veloestiof stars the rotational streaming
invokes a strong dependence of the observed heliocenttial nzelocities U) on Galactic po-
sition that allows for a direct measurement of rotation iroenponent that does not depend on
the assumed velocity of the Sun. Neglect of this dependeacecguse a bias in the estimate
of the solar radial motiot, in excess of 10knTs.. Accounting for this effect | find a solar
radial motionU, ~ 12.7kms ! in concordance with results from the Geneva-Copenhagen Sur-
vey, albeit slightly larger. More important comparing thetrotation estimates frod and

Vy velocities, | directly obtain the total azimuthal velocity ., of the Sun in the Galactic rest
frame and hence the local circular speed of the Milky Way. dapendence of this value on
the assumed Galactocentric radius of the Sun can be brokeith®r using the proper motion
of SgrA* or by measurindRy directly from the stars in comparing slow and fast rotatiog
ulations. | find that my values are consistent with resultsnfrdifferent strategies and can by
combination of these independent approaches reduce femmak. From this work alone | es-
timateRy = (8.1140.29) kpc andvy, ., = (245+9)kms 1 and by combination with other data
Ry = (8.25+0.14) kpc andv,, », = (2495+4.2)kms 1. The measurements carry an additional
systematic uncertainty of about510kms* and parallel correction iRy.

1 The work in this chapter is being submitted to MNRAS as@ufth (2011b). The content and text are identical
apart from minor changes during the refereeing processrantdlinguage editing or adaptions to this work.
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10.2 Introduction

Among the central questions in Galactic structure and petars are the Solar motion, Solar
Galactocentric radiuBy and the local circular velocity; of our Galaxy. Galactic rotation curves
are found to be generally quite flat over a vast range of Gadecttric radii (Krumm & Salpeter,
1979). As common for Galaxies with exponential discs (Fraem970) there is some evidence
for a radial trend of the Galactic circular velocity near 8, but it is very moderate (Feast &
Whitelock, 1997; McMillan & Binney, 2010), so that the circuleelocity at solar Galactocentric
radiusRy characterises well the entire potential.

Initially stellar samples were the main source of informaton Galactic parameters. Since the
invention of the Oort constants (Oort, 1927) local kinemdtta were used to constrain Galactic
parameters including the local circular velocity. Whiledias determining the Local Standard
of Rest (LSR) are still primarily based on stellar samples atm®iracy of geometric parallaxes
and the magnitude requirements of stellar spectroscopyelinthe spatial extent of available
data sets and hence their importance in finding Galactionpetexrs. The significant kinematic
heat of the stellar populations requires large sample sideace some classical strategies like
the position determination of the Galactic centre by Shafl€18) reached their limits by the
number of available luminous standard candles and a lacketbdisobservations far from the
solar neighbourhood.

To date a few attempts have been made to use luminous stassdoture determination (e.g.
Burton & Bania, 1974). Yet most evidence on these Galacticpeters derives from modelling
streams in the Galactic halo (see e.g. Ibata et al., 2001eWskj et al., 2006) and from radio
observations of thell terminal velocity (see the discussion in McMillan, 201 H)thkee Galactic
centre, molecular clouds and MASERSs (e.g. Reid & Brunthaled42@roderick et al., 2011).
While the first line of determinations depends strongly onaulyihg assumptions like distance
scale and on the shape of the Galactic potential (cf. theuglsson in Majewski et al., 2006),
there are further complications like the fact that the appstructure of tidal streams does not
exactly delineate the involved stellar orbits (Eyre & Binn2909). Radio observations (Reid
& Brunthaler, 2004) have provided us with very accurate propetion of the radio source Sgr
A*, which is identified with the central black hole of the Milkyay¢ This sets narrow limits to
the ratio of the solar speed in the azimuthal direction tostilar Galactocentric radius. Yet it is
not only desirable to have more than one approach in megssuich an important quantity, but
we need further information to get the actual circular vi#¢jodRecently parallaxes to objects in
the central Galactic regions have become available (se#ighassion in Reid et al., 2009a), and
values for the Galactic circular speed have been derivad fid motions and from MASERs
(Rygl et al., 2010). Despite the high accuracy in the deteechkinematics of MASERS, these
objects are rare leading to statistical and systematicrtainges, particularly as they are first
not on pure circular orbits and second intimately connetdelde intense star formation in spiral
arms, where the kinematic distortions are largest. Hereexhct values for Galactic parameters
remain under debate.

These uncertainties make an independent determinatioalat@c parameters desirable, which
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is facilitated by the new large spectroscopic surveys like/RASteinmetz et al., 2005) and
SEGUE (Yanny et al., 2009). Of course we can not attain yeatoeiracy achievable with Gaia
astrometry and sample sizes. Yet | will show that already tlwvstellar samples, which have
been so far primarily used for the exploration of substretbe it for halo streas (Kepley et al.,
2007; Belokurov et al., 2007) or tidal streams in the disc (Habhal., 2011) give results fof
competitive with radio observations.

Knowing the LSR velocity of the Sun to reasonable accuracy@exl to measure either the total
azimuthal velocity of the Suwm,, ., or the circular velocity/; to know the other quantity. In this
work | suggest some basic techniques to measure the rotat@mcomponent under study and
to fix the Galactocentric radius of the Sun as well as the Galatcular speed from stellar
kinematics.

In Section 10.3 | lay out the general method before desg@itiia sample selection and treatment
in Section 10.4. This contains especially a discussion @p@r motion issues and in subsection
10.4.3 a description of the distance corrections via thehotedf Scldnrich et al. (2011b). In
Section 10.5 | shortly lay out the radial velocity based tiotameasurement on SEGUE data,
discuss the local standard of rest values in radial andocatrtiotion in subsection 10.5.1 and then
dissect the sample in metallicity to get estimates on Galparametersin 10.5.3 presenting three
methods to get the Galactocentric radius and the circulsedfrom stellar samples. In Section
10.6 | summarize the results.

10.3 General Idea

Before | start the dirty work of data analysis it seems appab@ito concisely lay out the general
definitions and ideas.

10.3.1 Definitions

This paper is based on comparisons between velocities imdiiecentric frame and galactocen-
tric velocities. In the heliocentric frame | define the veles U,V,W in a cartesian coordinate
system as the components pointing at the Sun towards thet@®atantre, in the direction of
rotation and vertically towards the Galactic North poleealactocentric velocities are defined
in cylindrical coordinates around the Galactic centre WighVg, Wy pointing again towards the
Galactic central axis, in the direction of rotation and \aity out of the plane, as illustrated in
Fig. 10.1.U.,V,,W, are the three components of the Solar motion relative to toalLStandard
of Rest (i.e. the circular orbit at the local galactocentaidiusRy), for which | assume the values
from Sclonrich, Binney & Dehnen (2010) if not stated otherwise. Thaltazimuthal velocity
of the Sun in the Galactic frame is writtep ., = V5 +Vc whereV; denotes the circular velocity
in the disc plane of the Milky Way &,.
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Figure 10.1: Definition of kinematic quantities. On the ceation line between Sun and Galactic
centre the heliocentric and “galactocentric velocitie€', velocities in the galactocentric cylin-
drical coordinate system are identical, while they diffegeneral. This gives rise to systematic
streaming motion in the heliocentric frame.

10.3.2 An absolute measure of rotation

Usually studies on the rotation of Galactic componentsesdfbm the uncertainty in the solar
azimuthal velocity that directly translates into a systeoancertainty of stellar azimuthal ve-
locities. In a sufficiently extended sample this can be cukeddalready discussed in S@hrich
et al. (2011b) and evident from Fig. 10.1 Galactic rotatieaves its imprint in both the helio-
centricU andV velocities: As the direction of the rotational componentaftion turns through
with the anglea between the lines Galactic centre — Sun and Galactic cerstia -t gets partly
aligned with the radial component of the local cartesiamfa Hence from the heliocentri¢
velocities we can directly infer the Galactic rotation asabgl streaming motion. In parallel the
observed heliocentric azimuthal velocity shrinks for &rgsina|. Accounting for rotation the
mean motions of stars in the heliocentric frame are:

U=-U,+08sina
V=—Vy+6(1—cosa) (10.1)
W: _V\é)?
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where(Us, Vg o, W, ) are the velocity components of the Solar motion in the Galaest frame
radially towards the Galactic centre, azimuthally in theediion of disc rotation and vertically
out of the plane# is the rotation speed of the population. Observing the charfidpeliocentric
U velocity in a sufficiently extended sample hence estimdtesdtation of a componeit, once
we know the angler.

Prima facie it might be tempting to use the azimuthal vejotatm. Yet, all it expresses is a
slowing of heliocentric azimuthal velocities. Howevérjs in general not a real constant, but
a function of altitudez, galactocentric radiuR, metallicities, etc. In particular it is a known
fact that the kinematically hotter disc populations at leighltitudes above the plane have a
larger asymmetric drift (see e.g. Binney, 2010), or vice aexsslower rotation rate, while the
fraction of halo stars with nearly no rotation increases a.vAs | do not hold an exact model
describing this behaviour, no trustable statistics canrbevd from the azimuthal component. A
similar uncertainty derives from the possibility for vartas of 6 in R even at the same altitude.

For the radial component the situation is different: Sgtaside the problem of distance errors
the worst concern for a rotation measurement are strearhssigiificant radial motion (which
would have to make up a significant part of the sample to yieldféect) and disturbances from
the Galactic potential itself. Especially the bar regiothvitis pronouncedly non-circular motions
can hamper this estimator. One important warning is thatheeels sufficient spatial coverage in
the sample to avoid a bias like in the azimuthal velocitiég.d. populations with largdisina|
have a slowef, a naive linear fit on a sample with meagre extensiom gan deliver a wrongly
shallow slope or respectively low rotation rate. This pesbldiminishes when one can either
assume a sané;, or have sufficient coverage of stars on both sides of the Galeentre and/or
low |sina| so that a linear fit gives a reliable anchoringn In addition one may test for the
presence of higher order termsWfin a. These criteria fulfilled the radial motid(a) gives a
weighted, but reliable estimate of the meim a sample.

In contrast to the use &fy, a population’s rotatior® derived from heliocentric radial motions
is independent from the assumed Solar motion. This diftedependence can be exploited
to measure the solar azimuthal velocity ., from stellar samples without having to involve
any modelling: The Galactic parametegs., andRy can be varied until the rotation estimates
from Vg and 6 agree. As we will see this results in a relation betwegn andRy that can be
combined with an additional datum like the proper motion gf & to get definitive values for
both parameters. An independent estimateRgof similar accuracy can be generated by the
demand that different populations with different value€ahust give the same value foy, ..
This is possible because the paramétés roughly proportional tdRy. Hence the estimates for
Voo get sheared between populations with sr@adind populations with largé when a wrong
Ro is assumed. To complete the series of model-independergumaaents | will estimat&
from the direction of stellar motions with Galactocent@aclius. Though this estimate is roughly
consistent with the other results, it does not give any &ttt useful constraint compared to the
other strategies and is more vulnerable to assumptions lain iBotion.
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10.4 Sample selection and distances

10.4.1 Data selection

Any reader not interested into the details of sample seegctlistance analysis and the proper
motions may skip this section and turn directly towards i8act0.5.1.

All data used in this study were taken from the seventh ankitleigata release (hereafter DR7
and DR8 Abazajan et al., 2009; Aihara et al., 2011) of the Smyital Sky Survey (SDSS
Eisenstein et al., 2011). The stellar spectra have been takéhe Sloan Extension for Galactic
Understanding and Exploration (SEGUE, Yanny et al., 2088)evaluation of the performance
of their parameter pipeline (SSPP) can be found in Lee e2@08&a,b). In this work there is no
interest in specific metallicity distributions, but in hagikinematically unbiased samples that
include as many stars as possible. Hence the sample dramrCfR8 consists of a raw dataset
of 224019 stars from all SEGUE target categories and theophetric and reddening standard
stars that do not include any proper motion cuts and have ghatometry. In particular | use
the categories of F turnoff/subdwarf, Low Metallicity, F/G dwarf, K dwarf, M subdwarf stars
from SEGUE1, MS turnoff, Low Metallicity and the reddeningdaphotometric standard stars
from all samples. The older DR7 forms a subset of 182627 staosg these.

To ensure sufficient quality of the involved proper motidreglect only stars with a match in the
proper motion identificationgyfatch = 1) and a good position determination witlka, Opec <
350mas as suggested by Munn et al. (2004). | furthe requeréotimal errors on the proper mo-
tions to fulfil o, 0, < 4masyr?, skimming the tail of uncertain proper motion determinasio
and cut for line-of-sight velocity errors below 20km's

Sample homogeneity is not a concern in this study, but todaigsiues with reliability of the
used isochrones in colour regions with insufficient covertigcheck them by statistics, | select
0< (g—1i)o < 1, tossing out a handful of stars especially on the red sitlestéd that narrower
colour cuts would have no significant effect on the preserdgsdlits.

For our purpose it is most important to have a good discritronabetween dwarf stars and
other categories and to dispose of as many evolved stare dbevnain sequence as possible.
Hence only stars are used that have values for gravity anallinigy determined by the pipeline,
otherwise distances could not be properly assigned. Thplsanust be restricted to dwarf stars,
as Sclnrich et al. (2011b) showed that stars with especiallymezliate gravities in the pipeline
are an indeterminable blend of dwarf, subgiant and giams steence exhibiting huge distance
errors making their use detrimental to any kinematic study.

Following Scldnrich et al. (2011b) | adopt a sloping gravity cut genertfijnter than the usu-
ally applied lodg) > 4.0, demanding lo@) > 4.3+ 0.2[Fe/H] and setting a constant limit of
log(g) > 3.9 for [Fe/H] < —2 and lodg) > 4.3 for [Fe/H] > 0.

Quite commonly it is expected that a cut for spectra with aigo noise ratidS/N > 10 ensures
reasonable parameters in the SEGUE pipeline. Still theratzdetermination of parameters is
more difficult in those noisy spectra. There is a mild drifthe derived quantities pointing to
a decreasing giant contamination towards highéM, motivating a cut aS/N > 15 where the
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derived quantities become more stable.

Reddening is accounted for by subtracting the reddeningkeestimated in the DR8 catalogues
from the observed magnitudes. To avoid problems with carafgd three dimensional behaviour
of the reddening and to limit uncertainties in the datasegmove all objects with an estimated
g magnitude extinctiog > 0.75mag. This strips all stars in the low latitude fields frora th

sample. | tested that the exclusion does not have a sigrificgract on my results due to the

low number of concerned objects (apart from increasing éreveld formal errors), but keep this

cut for the sake of sample purity. | exclude all stars flaggedspectral aberrations apart from
suspected carbon enhancement. In all cases we cut all stgyad4 kpc distance after applying

the distance corrections to limit the impact of proper mogorors.

10.4.2 Proper motions

For a precise measurement of Galactic rotation | am relianhigh accuracy of proper mo-
tions and a decent control of systematic aberrations orethosper motion terms. Aihara et al.
(2011erratum) reported significant problems with the DR&asetry implying also problems
with proper motions. From that perspective it seems app@tgpto use DR7 proper motion val-
ues. A less well-known problem in Sloan astrometry is theptesibility for stars contaminating
the galaxy sample used to set the astrometric frame. Thgsetslzcan give rise to some “frame-
dragging”. The largests aberrations were found for abo% d5the DR7 objects imerun 648,
which have to excluded from the data when using DR7. Despitstitating a minority in the
sample their inclusion would distort estimates for the Gidacircular speed by as much as
14kms 1 consistent with the idea that the astrometry frames werggainto the Galactic ro-
tation direction underestimating the real motion. Stiériaremain additional aberrations also in
DR8: (Bond et al., 2009) et al. reported significant net propetions on quasars. They traced
the declination dependent systematic components of thisay proper motions back to chro-
matic aberration by Earth’s atmosphere (Kaczmarczik e2@09): the angle at which the stellar
light passes through Earth’s atmosphere strongly depenttseadeclination and this should give
rise to colour dependent offsets. While this appears pléysiliested proper motion on the
cleaner Schneider et al. (2010) quasar sample. For thigdl fatsimple linear function in right
ascension and declination to the proper motions from DR7 fandd it quite consistent with
DR8):

%Iyrl = fi,RA'%‘F fi,DEC'%JrCi (10.2)
wherei = RA,DEC denotes the two possible proper motion components it agcension
(RA) and declination (DEC)f are the coefficients¢ are free fitting constants. Using the
combined fit diminishes the impact from omitted variableshilaat might arise from the par-
ticular sample geometry (the explaining variables are Iyitrrelated). Forupgc | obtain
foecra = 0.00015+ 0.00015, fpec,pec = 0.007064-0.00047 andc, = —0.192+0.031. So,
despite a marginally significant dependence on right asmentor Upec indeed most of the
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bias originates from the declination of the objects, whigltonsistent with the interpretation
as chromatic aberration. Targetinga the picture reversesfra ra = 0.00045+ 0.00015,
fra.pEC = —0.00052+ 0.00047 andc, = 0.078+ 0.031 most of the bias originates from the
right ascension itself. This is not implausible as erromuth be aligned with the corresponding
coordinates, but on the right ascension (unless some iattwmwas missed in this crude analy-
sis) it is seems only viable to reason this outcome with clatonaberrations, if the observations
were made at a specific nighttime in a short period of the yemr @ very particular manner that
correlates the airmass of a stellar observation significéamtight ascension.

Consequently another source of systematic proper motiandbiauld be tested for: Astromet-
ric “frame” dragging by stellar contamination in the Galasgmple used for Sloan astrometry:
These misclassified stars will follow the general Galadtieaning by rotation and the relative
motion of the Sun. In the following | develop a very crude gtialterm approximating the
proper motion bias depending @nb) as it could arise from Galactic streaming: Candidates for
contamination of the galaxy sample should preferentiadiyyate a certain magnitude range and
also have preferred colours resembling the used galaxiseeins hence appropriate to assume
for simplification a dominant distance for stars contamiathe sample, placed at= 1kpc.
The outcomes will anyway not be critically affected by thistance (that will alter the shape of
the systematic bias once the stars are sufficiently remotthé&small angle approximation to
break down). On this shell | assume the stars to rotate deped their altitude z around the
Galactic centre witt9(z) = (215— 10z/kpc) kms™t. The proper motion can be written down
from the heliocentric velocities from equation (10.1) sabting the reflex motions of the solar
Local Standard of Rest (LSR) values from 8aohich, Binney & Dehnen (2010) and assuming
a total solar azimuthal velocity according to the IAU recoemdations avy ., = 232km si
Using this the simple Galactc streamig terms are:

W= (f|X| +a cod cosbvq,@) /(sk) + cmasyr? (10.3)
Ho = ( foXp -+ @ Sinbsinlvy, ) /(sk) + comasyr*

with

X1 =—sinlU +coslV (10.4)
Xb = sinb(cosU —sinlV) — cosbW,

wherek ~ 4.74pg/masyr! does the unit conversiot) andV are the heliocentric velocities
from streaming minus the assumed motion of the Sunfarg ¢, fy, ay, ¢, are the fit parameters.
The terms connected & give a crude estimate for the effects from halo streaming.

The derived values for DR7 and DR8 are presented in Table 10T#4& errors for DR8 proper
motions are slightly larger because of the increased rarsitatter. Cutting out the about 10%
of the objects with the largest proper motions does not Baggmtly alter these results. The
coefficientsf; anda; may be understood roughly as contamination fraction. Hafhgdhey
are very rough estimates as by the distance dependencepsrprmtions, the reqgired fraction
varies with the assumed distance. A priori the expectedig@ne not obvious as the Schneider
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name| DRY ODR7 DRS8

fi —0.0641 00057 —0.0644
C —0.016 Q011 —-0.009
a 0.00521 000064 000447
fp —0.0702 00061 —0.0670
Cph —0.151 Q012 -0.147
ap 0.00533 000081 000371

Table 10.1: Fit parameters for systematic streaming in tzsar proper motions as described in
the text.

et al. (2010) sample might have some residual stellar canttian that competes with possible
astrometry problems. In both cases the main rotation teissignificantly negative hinting to
some misclassified stars affecting astrometry. On the tidued the coefficients; that resemble
terms expected for the Galactic halo are positive, whichhiriig interpreted as a tiny fraction of
halo stars hiding in the quasar sample. | rather understasdan omitted variable bias: Neither
do | know the exact functional shapes and distance distoibsitof the contamination, nor do
| have precise terms at hand to cope with the possible chrorabérrations. Exact terms for
contamination would demand a complete modelling of theentieasurement process including
a reasonable model to the Milky Way, other galaxies and theteloan selection function. If |
fit alone eitherg; or fj, both variables turn out negative and still their countegpare negative
when | fit them with this naively derived value. So one coulguar thatf; is getting excessively
negative being balanced by a slightly positay¢o cope with these uncertainties.

In the end | cannot achieve more than a rather phenomenalagicrection without being able
to determine the true cause for the observed trends. The imf@rmation is, however, the
influence on Galactic rotation measurements and this is eagitrolled by the derived naive
approximation. | will use these terms for correction of lsteproper motions. As it is unknown
which of the named effects prevails in our case and how muwgitlual contamination there is in
the sample | use the terms from equation. (10.3) multipligd bactor{,, of 0.5 on the red end
rising to 15 on the blue end of the sample:

15 for (g—i) < 0.45
2y =< (0.9-(g—i))/0.3 for 0.45< (g—i) < 0.75 (10.5)
0.5 for 0.75< (g—1i)

where(g—1i) is the observed colour without reddening correction.

As can be seen from Table 10.4.2 the fit coefficients on DR8 dataat very different from
the DR7 values, indicating that DR8 proper motion systematicaild not be more troublesome
than those in DR7. Since | cannot exclude further catastcophiors in DR7 apart from the
problem withrerun 648 | use the significantly larger DR8 sample as standard ¢fmaut this
work, showing DR7 results for comparison where appropriate.

For proper motion errors, which influence the distance datetions, | use the values from
Dong et al. (2011) for DR7 and multiply those by22 for DR8 to account for the 22% larger
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rms scatter of my fit residuals. | checked that use of the Mured.g2004) values does not
significantly affect the presented analysis.

10.4.3 Distances

In this work | make use of the statistical distance correctitethod developed by Sghrich et

al. (2011b). This approach relies on the velocity correlegiover Galactic angles that are in-
duced by systematic distance errors and promises a bettasion and robustness than classical
methods. The method can find the average distance in any sai@lcouple of hundred stars.
So the only thing required as first input is a smooth distamaespectively absolute magnitude
calibration that has a roughly correct shape. The shapedms Bnportance as erroneous as-
sumptions would result in an increased distance scatten@sdample bins resulting in residual
systematic trends for different subpopulations. The usdaifstical distance corrections is im-
portant as there are in all cases expected offsets by rauglencertainties, mild differences by
evolutionary differences on the main sequence, systemmiallicity offsets and by the helium
enhancement problem, where the isochrones appear to hettatfa fixed colour.

To derive a correction field | bin the sample in metallicityddig —i)o colour. | also attempted
binning the sample simulateneously in distance as wellfdwid no additional benefits, prob-
ably because the bulk of the sample is further away th&Ric and | excluded high reddening
regions so that variations of reddening with distance aneparatively small.

Primary stellar distances are derived from a dense grid @ BAsochrones (Pietrinferni et al.,
2004, 2006) that was kindly computed by S. Cassisi for thegeef our age determinations in
Casagrande et al. (2011). For a first distance estimate | asELBIGyr isochrones which seems
an appropriate compromise between the suspected age ofghsidnificant disc populations
(see e.g. Aumer & Binney, 2009; Satrich & Binney, 2009a; Bensby et al., 2004) and the age
of halo stars. For metal-poor stars with [Fe/Hd]—0.6 | account for alpha enhancement by
raising the effective [Fe/H] by.@dex as suggested by Chieffi et al. (1991) or Chaboyer et al.
(1992). In analogy to the observations of Bensby et al. (200@Jendez et al. (2008) | let the
alpha enhancement go linearly to zero towards solar matgili

[Fe/H]+0.2 for [Fe/H] < —0.6
[Me/H] = ¢ [Fe/H]— %[Fe/H] for —0.6 <[Fe/H] <0 (10.6)
[Fe/H] for 0< [Fe/H]

Some of the stars are located bluewards of the turn-off patihis age. To cope with these
objects | search the point at which the old isochrone s1iag brighter than the corresponding
50 Myr isochrone and extrapolate bluewards parallel to tammequence defined by the 50 Myr
isochrones. | also experimented with using the turnoff pdie. the blue-most point of the
old isochrone, but this introduces larger shot noise iradises that would hamper the distance
corrections via the method of Satrich et al. (2011b). Comparing the expectdohnd absolute
magnitude of each star to the measured reddening corregtéden infer its expected distance
modulus and hence distange
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Figure 10.2: Upper panel: Assumed absoluteand magnitudes from isochrone interpolation in
the metallicity-colour plane after statistical distancgrection. Lower panel: Distance correc-
tion factors in the metallicity-colour plane with the smioioig from equation (10.8).
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To correct those distances | cut the sample in metalliciigur and distance to derive the sys-
tematic aberrations. There is a trade-off between resoluti the smallest possible structures in
the aberration field and the introduction of Poisson noiseffective numbers of stars contribut-
ing to the estimate at a certain point in the observed spalse.sfrategy is to select every 50th
star in the sample and estimate the distance aberrationts 800 closest neighbours (I checked
that the bin size has no significant effect) using an eucfideatric on the parameter space:

2 _ 2 2
Goaram= 24{gi), T A[Fe/H] (10.7)

For non-halo or respectively metal-rich stars that offessl@ccurate statistics by the smaller
heliocentric velocities this results in some significargtsr, which is reduced by smoothing the
distance corrections:

A7,
Y i Xesti eXp(—Zj 27]2>
s=s| 1+ :

A_Z. : (10.8)
5 exp(— 5| z—z)

wheres is the first naive distance estimate from isochrone intepmt. The first sum runs
over all stellar parameter setaround which the best-fit distance correctioa 1—1/(1+ f) or
respectively the distance misestimate fadtdras been evaluated. The second gumans over
used parameters (here metallicity and colour), to evakigt@arameter differenceg ; between
the star in question and the mean values of all evaluatiosetsland smooth via the exponential
kernel with the smoothing lengtig. | chosea[Fe/H = 0.12dex anb(gy_j), = 0.04mag. When
binning the sample a second time for measuring Galactiowetexs | fit the distance for a second
time, to diminish the danger of remaining systematic biages/way there is no evident trend
e.g. with distance in the second step and the remainingat@ns are on the noise level.
Schonrich et al. (2011b) reported that their method gives ahtiigean distance underestimate
in the presence of significant intrinsic distance scattéviclvis caused by stars with distance
overestimates populating the edges of the fitting baseltehence acquiring larger weight.
This bias was found aks ~ O.50$, wheref denotes the relative distance aberration apndts
dispersion. | confirmed the validity of the prefactob @or the sample in use by applying a range
of Gaussian broadenings to our isochrone distances. Yehdtistraight forward to estimate the
values ofo; dependent on metallicity and colour. On the red side the sta relatively firmly
placed on the main sequence, the reddening vector runsgarddel to the main sequence, and
hence the colour and metallicity errors dominate justifygnmoderate error estimade ~ 15%.
On the blue end the placement of the stars on the turn-offrbesancreasingly uncertain and
especially on the metal-rich side one must expect signifispread in ages and hence absolute
magnitudes as well. | hence adopt a mild increase in distdepending on colour

% —0.01+0.08((g—i),—0.8) (1+ % ([Fe/H]+ 2.3)2> , (10.9)
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which is larger on the blue side and increases mildly withathieity. | limit the relative distance
increase to a maximum of3%, which corresponds to a distance scatter= 30%.

Fig. 10.2 shows the adopted absolute magnitudes (uppel) @artethe correction field for the
isochrone distances (lower panel) in the colour-met#fliplane. Along the metal-poor stars li
require moderate distance stretching. This is the turrregfion, where the 1& Gyr isochrones
might be a little bit too young and get shifted upwards andhendther hand a bit of contami-
nation by subgiants is more likely because of the reducedipalydifferences. In principle this
contains information on the structure around the turn—oif the dominant ages among these
populations, but such an investigation is beyond the scbffesowork and so | store it for a later
paper. At higher metallicities the turn—off line evidenslyifts upwards, i.e. to redder colours as
expected from stellar models. On the other hand there is seidence for a younger metal-rich
population at blue colours, indicated by the absence ofdc& under-estimates that are seen
on the metal-poor side. Some vertically aligned featureghimpoint to minor systematics in
the pipeline metallicities (i.e. under-estimating a stametallicity makes us underestimate its
distance), but their discussion is beyond the scope of tbr&kwrhroughout the range of G and
K dwarfs there is a quite constant need for mildly largeratises than envisaged by naive use
of the isochrone distances.

10.5 Detecting global rotation in SEGUE

Fig. 10.3 shows the streaming motion for the sample prajecit® and binned in the Galactic
plane. At each bin | evaluate the mean motion in the helioteframe (left panel) and the
mean motion in the Galactocentric frame (right). While | wlbakpect some minor systematic
motion even in the Galactocentric frame by spiral structur@ maybe influence by the bar, such
contributions will be relatively small as most of this sam# at high altitudes where the stars
with large random motion experience less important chanfe®tion by the relatively shallow
potential troughs of the spiral pattern. Some of the resistmacture will likely be blurred out by
Poisson noise and distance uncertainties, so that it isnpoise not to see any appreciable signal.
As a good sign there are no significant aberrations, whichdvoe expected under systematic
distance errors, where especially the azimuthal velomiymonent could cross over into the
radial velocity determinations. In the left panel, howewee see the very prominent rotational
streaming of the Galactic disc, which is central to the fwilty investigations.

10.5.1 The standard of rest

The strong influence of rotational streaming on the obseradl motion makes any determi-
nation unreliable that does not explicitly deal with thisiplem. In the literature varying offsets
of the solar radial motion of up to more than 10kmdrom the value derived from local sam-
ples have been claimed. One possible reason are the vetoo#ty-overs invoked by systematic
distance errors (Sdmrich et al., 2011b). However, irrespective of the use oppr motions one
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Figure 10.3: Systematic streaming in the SEGUE sample. @hédnand panel shows the he-
liocentricU velocity, while the right hand panel gives the galactodertty, i.e. the real radial
motion at the position of the star assuming a solar galantaceradiusRy = 8.2kpc andvy

set accordingly to the proper motion of S&t. The sample was binned in separate boxes a third
of a kpc wide, plotted when they contain more than 50 starg semple thins out towards the
remote stars, which causes the increased scatter seequfaalyiin the galactocentric velocities.
For both panels | restrict the sample to stars with [FefH} 1.

must not neglect rotation. In any sample that is not demahbbtrotation-free and is not sym-
metric in Galactic longitude the streaming motion offséts mean heliocentric radial motion
and hence the inferred Solar motion with the error growirgyrtiore remote the observed stars
are.

Fig. 10.4 shows the heliocenttit velocities for all stars (red crosses) from DR8 and stars with
[Fe/H] > —0.5 (light blue points) against sin. | setRy = 8.2kpc, the value fowv, . is set
accordingly via the Reid & Brunthaler (2004) relation. The aheich subsample displays a
nearly linear relationship of the me&hvelocity in sina as expected for rotational streaming
from equation (10.1). This streaming motion is far largertithe expected offset caused by the
solar LSR motiorlJ,, ~ 11.1kms™! (Schnrich, Binney & Dehnen, 2010). Thus even a mild
asymmetry like in the SEGUE sample will give a wrong estimata naive fit without rotation.
Consistently one would infer from those data a solar motidd.of= (3.92+ 0.45)kms™ using
the metal-rich objects and., = (6.54+ 0.44)kms™! for the entire sample. As expected for
a rotational bias the aberration from the standard LSR vialsggnificantly larger for the disc
sample. To rid my results from this bias, | use the estimator

Urot(ar) = Bysina — U’ (10.10)
9

where the free parametefg and —U.' are the effective rotation in the sample and the reflex
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Figure 10.4U velocities versus sia for all stars in the SEGUE sample (red crosses) and objects
at disc metallicities ([Fe/H} —0.5, blue points). The line represents the linear fit for thealet
rich subsample.

of the solar motion. | obtairi6y,U.’) = (20204 3.5,13.3940.44)kms* for the metal-rich
subsample an(6,,U.’) = (1398+3.5,13.14+ 0.47)kms ! for all stars. Formally this is dif-
ferent from the Sabinrich, Binney & Dehnen (2010) estimate at the-level. Yet there are
larger uncontrolled systematic biases: This fit implieg tha effective rotation term carries all
the observed bias. While the detailed rotation pattern isohatterest here, the measurement
will be biased if one encounters a larger fraction of slovatots on one side than on the other.
E.g. a different number of halo stars or unmatched diffezsraf rotation with galactocentric
radius could bias the estimate @fwhich correlates withJ.’. The systematic uncertainty can be
quantified by the uncertainty ify. In the sampléJ.’ shrinks by 05km s 1 for every 10kms?
decrease irf.

Despite all efforts put into the SEGUE parameter pipelimesannot be granted that we can
trust the radial velocities to be free of any systematic iems of order 1kmst. To shed
light on this problem let us examine the vertical velocitymamnent. Replacingy by W in
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equation (10.10) gives interestingly a marginally sigaifitdy ~ (3.1+2.1)kms ! and an es-
timate ofW,, = (5.13+0.28) kms™! that is surprisingly different from the local values dedve
from Hipparcos and GCS. The vertical velocity component khaot carry and rotational sig-
nature, so thaty could be identified with a warp of the Galactic disc (cf. Demn&998),
but accounting for the fact that without statistical coti@t of the isochrone distances | would
have obtained a baffling estimate of around 20k $his may well be a residual distance bias.
W, can, however, be probed without significant systematic iairgies directly on the cones
around the Galactic poles, where proper motions and distgolay hardly any role. This reveals
W, = (4.97+0.78) kms* for the 6740 stars with sin> 0.9 versusi;, = (10.03+1.34) kms*
for their southern counterpart of 1446 stars withlsia —0.9. Allowing for the projection of a
radial velocity offset as a free fit parameter:

the final result is on the chosen poleward codegs = (2.79+ 0.95 kms™t andW, = (7.58+
0.90)kms™1. Testing for streams by cuts in metallicities | obtdines = (2.67+0.75 kms!
for [Fe/H] > —1.0 (4762 stars) andvjs = (1.3540.93) kms™! for 1624 objects with [Fe/H}
—0.5. If  am not very unlucky in this sample, either the starshia $olar cylinder are currently
expanding vertically or far more likely the stellar linesght velocities velocities are redshifted
by ~ 2kms™1. In this light | control the estimate fdd., for a line-of-sight velocity bias by
expanding equation (10.10) to:

U(a) = Bygsina + dvigscosl cosb+ ¢ (10.12)

Assumingdvies = 2kms* reduces the estimate fok, to (12.65+0.47) kms™? for all stars and
12.67kms ! for the metal-rich subsample. This result does also notghaignificantly when |
choose distances> 2kpc.

After all, when accounting for the systematic uncertastiethe data, no hint for a motion of
the solar neighbourhood against some Galactic standaesbéan be detected in this sample. In
the light of this result and the following sections | recormde value ofJ., = 12.7+0.5kms !
with a systematic uncertainty of aboubkms2.

10.5.2 Divide and conquer: The rotation of components

So far | exclusively looked at the global rotation patterat the new rotation indicator can do
more: Any measurement relying on observed azimuthal viésailoes not provide the real rota-
tion of the component in question, but only a value relatovéhe Sun, from which we conclude
its rotation speed by discounting for the Galactic circw@ocity plus the solar azimuthal LSR
motion. On the contrary the radial velocity part of (10.1ates to the velocity differences at a
range of Galactic longitudes gives the real rotation of thegonent without significant influ-

ence by assumptions on the motion of the Sun. Similarly, athal velocity measurements can
be influenced by streams and so it is desirable to have anendept source of information: In
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Figure 10.5: Measuring the intrinsic rotation of the popiolas. | assumdy = 8.2kpc and
Voo = 245km s1. After sorting the sample in [Fe/H] | move a 2000 stars widesknia steps
of 1000 so that every second data point is independent. Thdat points show the measured
rotation speed in each subsample, while the blue data paititssmall errors give the mean
azimuthal velocityVg in each bin. The green line shows the same, but weighted (sitior —

sina ).

general a stream will then show up in highly different valt@ghe two rotational velocity indi-
cators. The price one has to pay for the radial velocity egttimis a larger formal error, the need
for extended samples, a different dependence on the as$Ryaadl some stronger vulnerability
to distortions from axisymmetry, e.g. influence by the Giddzar. As discussed by Sgéhrich et
al. (2011b) dissecting a sample by kinematics is detrinidéotahis kind of kinematic analysis,
but one can divide the Galaxy into its components by a seleati metallicity.

Fig. 10.5 shows the rotation measurement from the radialcitgl estimator when | dissect the
sample into bins of 2000 objects in metallicity and move habin in each step (large red error-
bars). The two plateaus of disc and halo rotation with thesiteon region in between show up
nicely. Clearly there is no significant average net rotatiothe Galactic halo. Despite the far
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smaller formal error, this would be more difficult to statefom grounds by using the average
azimuthal velocity alone (blue error bars), which does dérongly on the solar Galactocen-
tric motion. In fact the azimuthal velocity estimator hagbahifted onto the curve by matching
Voo = 245kms L, which turns us to the topic of the next subsection.

10.5.3 Deriving Galactic parameters

More important than mutual confirmation of results one caay piff the two measurements
against each other. Matching their absolute scales givesatity that has up to now largely
eluded stellar dynamics: the azimuthal velocity of the Suthe Galactic rest frame, .. Sub-
tracting the solar LSR motion this grants an estimate fordiheular speed/; near the solar
radius without any need to invoke complicated models.

To bring the two measurements on common ground we have tg agpghts to our estimate
of the mean azimuthal velocifyy for each subpopulation: In a least squares estimate on the
rotation speed each star gets assigned a weight proportional to its distiitom the population
mean on the baselire= |sina — sina|. As the valudJy, invoked by rotation varies linearly on
this baseline, each star in the fit attains the wewght (sina — sina)?. Now all stars have equal
weights in both types of measurement diminishing impaanfiohomogeneities in the sample.
Those weighted averages on the azimuthal velocities avendnath the green line in Fig. 10.5.
Generally the weighted values in the disc regime are a bietplsecause the extreme ends on
sina are populated by remote stars at higher altitudes and arlagymmetric drift.

Via the Galactic angler the assumed solar galactocentric radius enters the derivathe larger
Ry the smaller the derivefdr| will be for stars on our side of the Galaxy. This results inrgéa
rotation speed required for the same pattern and so in@#asestimate of the circular velocity.
Fortunately the rotation speed of Galactic componentsasidhan the solar value and further —
in contrast to the linear Oort constants — the dependenceismot linear in the distance, which
helps towards a flatter relationship than a mere propotfityrisetweenv; and\,,. This is shown
with the red error bars in Fig. 10.6. For the practical caltioh | assume a first guess solar
velocity vector(Us, ¢®’WD) and calculate in each bin of 2000 stars the difference betWee
and the weighted galactocentric azimuthal velocity. Asdbgmate for\/ - hardly matters for
the derived/y , | set\/  according to the Reid & Brunthaler (2004) relatlonshlp for 8grThe
weighted average of the single values gives then the samapdgaint at each assum&yg. By
using the proper motion of Sdr* (determined as.879+ 0.026 masyr?! by Reid & Brunthaler,

2004) as a second constraint the Galactocentric radiuseéirdal to toRy = 7.97"5-35kpc for

DR8 and hence the total velocity of the Sun to abayt, = 241712 kms™. For the resulting
circular speed one has to subtract about 12k By coincidence this result hits almost exactly
the value determined by Eisenhauer et al. (2003) on the of 82 around the black hole of our
Galaxy.

One can even gain an estimate for the Galactocentric radatsig fully independent of any
other results. For this we have to recapitulate the impa&yafn the deriveds,, ., for different
populations: The measurement compares the mean azimaoalty in any population to the



10.5. DETECTING GLOBAL ROTATION IN SEGUE 241

290 — . . . .
280
270
260

/kms™1
N
(@)
o

o 240
230
220 p 1
210

200 Lo : : :
7 7.5 8 8.5 9

Ry/kpc

Vo

Figure 10.6: Measuring the total azimuthal veloaiy., = V¢ +V of the Sun. The sample was
binned in distance at bins of a bit more than 2000 stars andaheeighted average taken. The
red errorbars show the results from DR8 proper motions, vihéegreen lines show the values
from DR7. The significantly lower number of objects resultianger error bars. For comparison
| plot the constraint from the proper motion of SAjr.

derived absolute rotatioff. Changing the Galactocentric radigg makes the coordinate system
bend differently and hence gives mild change¥gpbut more important it changes smand
so almost proportionally affect®. As a weakly rotating population has a far smaller value of
6 this relative change will be considerably smaller than thenge experienced for fast rotating
disc stars. However, for all populations one measures three guantity, i.e. the azimuthal
speed of the Sun, and so they must give fully consistentteesfiberrations caused by a wrong
Rp are hence easily detected by dissecting the sample in mo#yalvhich is (as can be seen
from Figure 10.5) a very good proxy for rotation. | cut the gpdenagain into bins of 2000
stars — now in metallicity instead of distance — and evaltiadetrend ofvy, ., against the mean
azimuthal speed in each bin. From the red error bars in Fig. @0e can see that already on
the quite modest sample size and extension of the 47790istBR8 | get an independent and

competitive estimate of the solar Galactocentric raégis- 8.43" 5 23kpc.
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Figure 10.7: Using the trend in determined rotation speesixemean azimuthal velocity to get
another constraint to the galactocentric radius. For tbipgse | sorted the sample by metal-
licity into bins of 2000 stars and estimatdu,, ., /dVy (vertical axis in the plot,a dimensionless
quantity) while varyingRo.

As in the first measurement | used the absolute value of ootathile here the unit-less slope
dvy - /Vg is employed, the two results are formally independent amdbeacombined t&Ry =
(8.11+0.29) kpc. Blending this result with the higher estimate of McMill2011) giveRy =
(8.25+0.14)kpc. This translates tay, ., = (245 9)kms ! from this work alone andy, . =
(2495+4.2) kms~* when blending with the values of McMillan (2011). Workingtime LSR
values of Schbinrich, Binney & Dehnen (2010) | hence obtafp = (233+ 7)kms™! for the
presented analysis only akg= 237+ 5kms™! for the blended result.

10.5.4 Assessment of systematic errors

To assess the systematic uncertainties | vary some of thenasiens. First | checked that the
choice of bin size does not change the results more than trex@jenoise induced by bin changes
as long as the bins are not unreasonably small. | testedefthen of the measurements depends
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on the initial assumption ol(p@, when varying this value by of order 20kmls Galactic rotation

at fixed Ry is increased by 4kms when | globally increase distances by 10% and would be
about 7kms?! lower without the Schnrich et al. (2011b) distance correction. It is not affdcte
to more than 1kms! by increased distance scatter 0f-180%. It is obvious that such a scatter
has a minor effect, as the relation betwégrand sinax is linear and hence at small changes the
mean ofUy, is only mildly affected. This is a benefit from operating rémérom the Galactic
centre where the changes in Galactic angle become more rHpgdmean azimuthal velocity is
mostly affected by distance scatter via the bias on averag@nde derived from our statistical
method. Tests reveal an expected systematic bias of oraes1k

Similarly the slope of the derived rotation spesd, . /dVy depends mostly on distance. Here
the dependence is larger: It reacts b§8) i.e. about b standard deviations to a forced increase
of 10% in distance and by 0.05 to a forced decrease of 10%. Removing the statistical dis-
tance correction would lift values by aboufand increased distance scatter without distance
correction increases the value by)08 for an additional scatter of 10% and lowers it bZL

for a scatter of 30%. Gravity cuts have minor influence on nsylts: The mean rotation rate is
affected to less than.Bkms! when | instead apply a constant gravity cut at(fpg> 4.0 and

at the same time the trend in azimuthal velocity drops I\.9. Using a minimum gravity value
of log(g) > 4.1 in addition to the cut sloping in metallicity the rotatioreasurement does not
change significatly either, but the second approach forat@tion of Ry deviates by—0.03.
While there are strong hints to a lower degree of contamindtiom the distance estimator,
the observed deviation iRy is still not significant and likely results partly from randoscat-

ter as many metal-poor objects are lost by this tighter clie bbustness of the result against
changes in the gravity selection points to the statisticsthdce estimator being able to cope with
the different contamination by adjusting the mean distandde largest uncertainty appears to
arise from the proper motion determinations. The corredtiapply raises rotational velocities
by about 3kms! and in light of the unsatisfactory physical reasoning asugised in Section
10.4.2 | have no clue how well this correction works. Furthénd that a change of);, by
3kms1, which acts mainly by biasing the average azimuthal vakxin the lopsided sample,
affects the rotation value by less tha2 Rms ! and the dimensionless slope by004.

10.5.5 Using the direction of motion

As a third possibility for fixing Galactic parameters | sugggase of the direction of motion.
All that needs to be done is to compare the expected Galacge & to the angle that the
Galactocentric mean motion in the subsamples has agaemkidhl azimuth. The upper panel in
Fig. 10.8 shows the angle

ay = arctan((U +Uy)/(V +Vy0)) (10.13)

of the mean velocity for a binned sample of all stars with Hjet —0.7 (above that value |
expect sufficient rotation) assuming a solar azimuthalamlo/y ., = 242km s and plotting
only bins with more than 10 stars. To make use of this angled tiwat the ratidJ /V behaves
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Figure 10.8: The upper panel shows the angle of the mean megictor in the plane for bins
with more than 10 stars. The distribution of bins is irregldacause the mean valuesxiandy
were used in contrast to Fig. 10.3 where bin boundaries wssd.uThe lower panel shows the
resulting estimates fdRy varyingvy, ., and allowing forl;, as free parameter.
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asy/(x+ Rp). This relationship is more direct to the observables amulalifor a simpler fit
(that does not have to account for the bending of the arcgstes). It is obvious that this kind
of statistics critically depends on the choicel&f and the total azimuthal velocity of the Sun.
While | can fitU, directly to these data, this is not possible Vg as the fit would then converge
to the wrong global minimum: Lé¥,,; and Ry go to infinity and the fit becomes perfect with
all ratios/angles zeroed. In this light | va¥: externally and allow folJ;, andRy as free fit
parameters. All bins were weighted by the inverse numberark ghey contain and | only
accepted bins with more than 10 objects. The result is shawhe lower panel of Fig. 10.8,
where | plot the new result in addition to the previously dssed data. On the first glance this
looks good, the formal error margins are competitive makimgymost probably be a useful tool
in larger samples with better precision, but in the presasealoes not provide a lot of new
information: The dependence betwenandyv,, ., largely resembles that of S and | would
need a larger sample extension and more stars to be able fet®mith that. In addition tests
reveal that different sample selections in metallicity gaid Ry larger by 1o at the samey,
and at the same time | get abouR®pc smaller results when | restrict the sample to in-plane
distances below 2kpc. This may just be bad luck, alternigtivenay either point to Galactic
substructure, or to problems with proper motions and radikdcities. Also the assumed radial
motion of the Sun has a significant impact on the result. Farrdason | used it as a free fit
parameter, but the derived values either imply that thetiostdrame must be turned by about
0.8 degrees or thatl, is about 2- 3kms! larger then the GCS value. The fit works out very
well, but due to the arising systematic uncertainty (plwesuhcertain status of proper motions
and radial velocities) and the fact that for the currenteaimall sample we cannot compete with
the accuracy of the Sgx* proper motion, | do not use the results for the presentedrétation

of Galactic parameters.

10.6 Conclusions

In this work | developed the idea that in a spatially extensiuple the absolute rotation of stel-
lar components can be measured from systematic streamthg imeliocentric radial direction.
The stars on one side of the Galactic center show an oppdsiocity to those on the other
side. This value has a lower formal accuracy than the clalbgiesed azimuthal velocity, but in
contrast to the commonly used galactocentric azimuthalcigs does not require assumptions
about the velocity of the Sun. The systematic radial motioany extended sample severely
affects determinations of the Local Standard of Rékt:andW,, are generally determined by
simply taking the sample average in each velocity compowéhtthe reasoning that what flies
inwards/downwards has to be balanced by the flow outwardsitgs. All presently available
surveys are, however, lopsided, i.e. they are not symmietfsalactic longitude making the.,
measurements biased by disc rotation. For SEGUE | find tisiesyatic error to be- 10kms™t
getting worse the more remote the used objects are. Accaufur rotation the otherwise ob-
served difference to halo stars disappears and I#ine= (13.14+0.47)kms1. While there



246 CHAPTER 10. GALACTIC ROTATION AND THE SOLAR MOTION

could of course be some interesting physics involved, aesyatic difference ok~ 5kms1 in
the averag®/ motion between narrow cones towards the Galactic North awthSPoles points
to a systematic error in the line-of-sight velocitiesby kms™ towards us. This does not seem
implausible considering that the pipeline radial vel@sthad to be corrected by an adhoc shift of
7.3kms! (Adelman-McCarthy et al., 2008; Aihara et al., 2011). Theedion reconcile§\,

to perfect agreement with Hipparcos and the Geneva-Copent&gvey (Holmberg et al., 2009;
Aumer & Binney, 2009) andlV, = 7.25kms from Sclonrich, Binney & Dehnen (2010). The
correction leads to a recommended value for the radial commpoofU,, = (1274 0.5kms™?!
with an additional systematic uncertainty of abolikms™1, a bit higher than the GCS value,
but still within the error margin.

Comparing the absolute rotation measure based on heliozéhtvelocities to the meaivg
velocities in a sample delivers the solar azimuthal veyouif .. This measurement is cor-
related with the assumed Galactocentric radids Combining the fitting line with another
datum like the proper motion of Sgx* one can determine botRy andvy . For DR8 | ob-
tain Ry = 7.9779-3%kpc andvy,., = 241" 12 kms™. By dissecting the sample into slow and
fast rotating subgroups | can independently infer the Gatantric radius from their compar-
ison: As fast rotators experience a larger absolute chanteirotation speeéy the value of
Vg, derived from them differs from the slow rotators, whiggis wrong. Enforcing consis-
tency between the subgroups this effect proviRgs= 8.43"382kpc and in combination with
the simple rotation measure and the proper motion of/8drget Ry = (8.11+ 0.29) kpc and
Voo = (245+9) kms™1. Combining those estimates with the values from McMillan1(0
improves the estimate 8 = (8.25+0.14)kpc andvy, ., = (24954 4.2)kms 1. From this |
obtain the circular spedd = v, ., —V; by the LSR value o¥/;, = (12.24+£0.47+2) kms 1 from
Schonrich, Binney & Dehnen (2010). With the LSR valuewf= 12.24kms™* from Sctonrich,
Binney & Dehnen (2010) this translates infg = (233+ 7)kms™! for the presented analysis
only andV, = 237+ 5kms ! for the blended result.

Another strategy would be to use only the direction of motiothe Galaxy to estimatBg. In
contrast to the previously described measurement thispkhawever, a strong dependence on
the solar radial motion apart from the dependence®n | also encountered with the rotation
statistics. As the resulting relationship is only weaklglined against the result from Sév,
but for this sample size is still significantly less accuy#tes approach will be more relevant for
larger samples and here far just provides some reassuramtso points to a slightly larged,,

(or that our coordinate system should be turned by arouddi€grees in longitude) consistent
with the previous finding.

There are a couple of systematic uncertainties in this ambréhat demand our caution. The
worst uncertainty comes from the proper motions: | testeti BdiR7 and DR8 proper motions
on the Schneider et al. quasar sample and it is not entirelyr tlow much of the observed trends
can be attributed to chromatic aberration in the Earth’ogphere and which part may be caused
by Galactic frame dragging, i.e. contamination of the galsample used for astrometry with
Galactic stars. In any case the systematics are stronglglated with Galactic rotation and force
me to apply a correction of questionable amplitude and calependence. The correction alters
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the derived Galactic rotation rate at fixed solar positiorabput 3kms?, the systematic error
is unknown and must be suspected to be a considerable fragfttbis number. The fact that an
entire rerun in DR7 proper motionsefun 648) has been found distorted and would lower the
Galactic rotation estimate by more than 10krhdoes not increase trust PR7 proper motions,
while the problem withDR8 seems to have largely the effect of an increased scatteddies
not noticeably affect the accuracy of the results. | hena@dee in favour of the significantly
larger sample size available in DR8 and provide DR7 results @naistency check where it
seems necessary. The radial velocity uncertainty modigsfthe measurementsldf andW,
and | explicitly correct for the possible shift only in thogkaces. The effect on rotation should
(dependent on if the correction is constant) be small.

| made extensive use of the distance corrections develdpp8&dlonrich et al. (2011b). Besides
that this project would have been futile without the accyrachieved by the statistical correc-
tions we are of course prone to all the weaknesses of thataheHspecially streams and wrong
assumptions about the velocity ellipsoid can induce syatierdistance errors of order 5%. Fur-
ther the distortions caused by the bar or spiral pattern mdince both a distance bias and bias
especially the rotation estimates frds | could not detect significant structures connected to
this, so the consequences should be rather small, particakwe stay out of the region domi-
nated by the bar and as the sample is at the same time largghenotito sample just over one
side of a spiral arm. The accuracy could be far better coulsel more stars and had | better
control of the systematic errors by another dataset. Tdvegsbat problem we will cope with
the RAVE sample in an upcoming paper.

If the reader should take only one point from this note thentlbe this: With the advent of
the large surveys stellar samples are regaining their gla@primary source to obtain not only
the Local Standard of Rest, but global Galactic parameteliready a sample of 50000 stars
from SEGUE can deliver formal accuracies for the galacttvezradius and the solar azimuthal
velocity that is competitive with any other known approa@&tellar samples will quickly rise
in significance with their rapidly growing stellar numbersdaspatial extension. Even if stars
did not reach this precision, stars provide in extremelya&hle source of information, as their
systematic errors are highly different from the other sesrc
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Chapter 11

Concluding remarks

The main points the reader should take from this work are: &amligration as described by
Sellwood & Binney (2002) is the only known way to explain thesetved local metallicity
distribution. There is no way around immigration if one gusethat the age determinations in
Casagrande et al. (2011) are at least approximately cotihatimply a quite flat age-metallicity
relation.

Radial migration can also describe the full wealth of linksa@en chemistry and kinematics
that are observed in the Solar Neighbourhood without hatdrigne any further parameter. By
explaining all features of the Galactic thick disc it has madGalactic merger or other cosmic
catastrophes in the past obsolete. This does not mean tttatasmerger has not taken place,
it simply means that from the current data Ockham'’s razds ted to use the simplest possible
picture that does not require such a merger. In the nearefutwill be our task to look for
real and significant deviations of model predictions fromdlata to learn more about the history
of our Galaxy. Apart from that we do not expect such a simplel@ehdo really describe a
complicated thing like the Galactic disc, it would be sad bodng, if all the model predictions
were really fulfilled.

The links between chemistry and kinematics give rise to ail noow neglected error in the
determination of the Local Standard of Rest, or respectitfedySolar motion in relation to a
local circular orbit. Our Galactic model makes a firm predictabout the distortion in the
asymmetric drift relaton classically used for the deteation of the Local Standard of Rest
that agrees very well with the independent result obtainefiting the local azimuthal velocity
disribution and hence we increased the estimate for the sm#on in the rotational direction at
good confidence by about 7km’s

The predictions of the model for detailed kinematic strueton the colour-magnitude diagram
that led to the error in the LSR determination remained uetkis observations so far in the liter-
ature, but we have demonstrated that we can see the prettmteld both in the metallicity plane
of the new Geneva-Copenhagen Survey and in the colour-nugignitiagram of the Hipparcos
data.

Further it was shown that recent claims of a dual structurthefGalactic halo lack any sub-



249

stance and can be traced back to distance errors and inapecpaussian analysis of velocity
components that neglects the fact that neither the underiyelocity distributions nor the error
of the data are even remotely Gaussian. This does not exdlfideences between the inner and
outer halo of our Galaxy, but if those exist (and we expeatithe exist) they must be far more
subtle than claimed.

To cope with the problem of Gaussian analysis we have putdiahan analytic formula that
captures the assymetric shape of the disc’s azimuthal tgldistribution perfectly, while its
parameters are physically motivated. Of course this is rioll &inematic model of our Galaxy,
but a useful little formula that can be used to characteheearzimuthal velocity distribution very
well.

We also developed a novel statistical approach that candxtosdetermine distances with an
accuracy that could not be attained by classical strategististical astronomy. This approach
opened the way to determine the local circular speed in olaxgao high accuracy and for
the first time reinstitutes stellar samples as a competstwece of information on Galactic pa-
rameters. The new method presents an easy way to obtainttimsimrotation of a population
from heliocentric radial velocities. Once we hold this vathe circular speed of our Galaxy is
obtained by matching of the absolute rotation of a compowéhtits azimuthal velocities in the
Galactic frame. The dependence on the assumed Galacioaadtius can be resolved by the
condition that slow and fast rotating populations mustd/tee same value for the velocity of the
Sun or by comparison to the proper motion of 3gr

Despite all those successes this work has not come to itsnemdlid it achieve in time what
it was planned for. For quite a long time now it was attempteceplace the simple isothermal
approximation in our chemo-dynamic model by adiabatic ngdéet, it had to be noticed that by
using simple adiabatic modelling the asymmetric drift giheir altitudes and the vertical extent
of the thick disc component at intermediate and large Gad&cttric radii would be severely
underestimated. Consequently it was not obvious why ad@ivatdels should be to any extent
superior to the isothermal approximation, as they expfisitolated energy conservation. We
have solved this problem by the introduction of the adialjadtential that corrects for the energy
transfer from and to the vertical component of motion. Withge new inputs we have finally
started a recalibration of the model to the new Geneva-CagarhSurvey that is not finished
yet.

A lot needs to be done with the new model: The possibility @inmunced inside-out formation
has to be re-investigated as well as different scenariabéfiormation of the thick disc. The for-
mation and impacts of bulge and bar are still an open issusvdhdemand separate modelling.
The model also requires recipees for a proper implementafithe halo. In addition my student
and | have run a new algorithm that describes the inflow in aulan momentum conserving
way. While not explicitly shown in this work, the new algomnthconfirms that the inflows in
the Sclonrich & Binney (2009a) model were on firm physical groundswailddemonstrate that
the Galactic gradients measured by Luck & Lambert (2011 )caresistent with the accretion
from the Galactic corona as put forward by Fraternali & Bin(@908). Among those necessary
advances many works are waiting that apply the model forlddtahemical abundance studies
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or other studies. So far we have also hardly made use of théhatowe do hold a full Galactic
model that can be used for making detailed predictions aptbeation of Galactic structure.
This latter point will also be of great importance for funtimeodelling. So far we have developed
an axisymmetric model that works in the dynamic consequenténe spiral pattern, but does
not incorporate the present day spiral pattern with all @ssequences. From the current per-
spective this will best be done by coupling the model to tlraganachinery that is being built
by Binney & McMillan (2011).

On the side of distances our new method requires furthes that need better models of our
Galaxy. Further the kinematics with their changes evokethbynew distance assessment have
been hardly explored.
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